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Abstract 
Today, pervasive computing technologies are being 

developed to provide automated, real-time, continual, 

and unobtrusive user services in dynamic 

heterogeneous environments such as telemedicine, 
manufacturing, space endeavors, crisis management, 

and military.  However, the full potential of pervasive 

computing cannot be realized without enabling 

middleware technologies – henceforth referred to as 

“middleware services”; i.e., they provide services for 

high level applications.  In this paper we introduce 
middleware services that are required to address the 

challenges related to adapting to dynamically 

changing situations, meeting communication QoS 

requirements, and achieving scalability in large-scale 

pervasive computing applications over heterogeneous 
network infrastructures. Our approach in developing 

middleware support for pervasive computing is based 

on the community computing concept, which provides 

us with a unified method to dynamically integrate the 

middleware services with each other and with high 

level applications on a just-in-time basis.  The 
proposed middleware services for pervasive computing 

are highly modular, lightweight, and easily deployable 

to meet the needs of pervasive computing applications 

in networked environments.  In this paper we will 

describe our proposed QoS algorithms and techniques 

for synergistic integration of middleware services into 
pervasive computing applications. In addition, we 

propose new performance metrics and a benchmark 

suite approach to evaluate middleware services in 

pervasive computing.  Finally, we present some early 

prototype results from our proof of concept 
implementation. 

1. Introduction and Motivation 

Over the past few years pervasive, or 

ubiquitous, computing and communication has evolved 

into a mature computer science and information 

technology field.  Mark Weiser, who is widely known 

as the original architect of ubiquitous computing, 

defines the discipline as the creation of environments 

saturated with computing and communication 

capability, yet gracefully integrated with human users 

[1].  He envisioned an environment in which 

computing is put in the background and the users are 

unaware of the existence of computers.  Today, there 

are several major pervasive computing projects at 

universities [2, 3, 4, 5, 6, 7, 8, 9] and industries [10, 11, 

12, 13].  Interested readers are referred to [7, 14, 15] 

and the IEEE Pervasive Computing journal for further 

details. 

Today, pervasive computing technologies and 

the associated software are being developed to 

facilitate such applications as telemedicine, education, 

space endeavors, marketing, crisis management, 

transportation, manufacturing, and military for all the 

time and everywhere use.  These applications demand 

automated, continual, and unobtrusive services and 

proactive real-time collaborations among devices, 

software agents, and geographically distributed 

personnel in dynamic heterogeneous environments.  It 

is an extremely challenging task to provide scalable,

efficient, and seamless pervasive computing services in 

dynamically changing environments [15].  In this paper 

we describe middleware services that will facilitate 

implementation of pervasive computing applications in 

dynamic and complex environments such as those 

encountered in telemedicine, space endeavors, or the 

military.  This includes Quality of Service (QoS) and 

Resource Management (RM) middleware services to 

guarantee end-to-end soft real-time communication on 

heterogeneous intranet and the Internet infrastructures.  

We describe scalable, efficient (just-in-time)

techniques for the synergistic integration of 

middleware services into pervasive computing 

applications.  We also propose new performance 

metrics and techniques for a benchmark suite to 

measure the effectiveness of the proposed middleware 

services.  Finally, we present the results from our early 

proof of concept implementation of the proposed 

middleware services.  
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Through a project
1
, called PICO (Pervasive 

Information Community Organization), we are 

designing and developing new architectural models for 

Internet-based pervasive computing applications [5, 6].  

With assistance and consultation of researchers at the 

University of Texas Southwestern Medical Center, we 

are also developing a PICO test-bed prototype 

environment for telemedicine applications.  A PICO 

application consists of a set of embedded hardware 

devices and sensors, called camileuns (context-aware, 

mobile, intelligent, learned, ubiquitous nodes), and 

their associated software agents, called delegents 

(intelligent delegates).  Delegents perform goal-

oriented tasks on behalf of their associated camileuns. 

For example, a delegent associated with a heart 

monitor camileun will continuously analyze, record, 

and (when needed) transmit heart health information.  

A major contribution of the PICO project is the 

introduction of a novel concept, called community 

computing, and using it as a framework for 

collaboration among delegents.  In community 

computing, delegents working on behalf of camileuns, 

collaborate with each other to carry out application-

specific services.  Pervasive computing challenges 

being addressed in the PICO project include design and 

development of: i) PICO architecture and its building 

block elements, ii) computing community operations, 

iii) collaboration and/or communication protocols 

among delegents and communities, and iv) modeling, 

analysis, simulation, and prototyping of the PICO 

environment using a telemedicine application.   

The PICO project relies on existing and 

primitive middleware services to support its 

operations.  While such an approach is sufficient for 

experimentation and for proving the PICO concept, it 

is obviously insufficient in meeting real-world 

challenges.  For example, in future PICO-enabled 

(pervasive computing) environments, millions (perhaps 

even billions) of hardware sensors/ devices and their 

associated software agents need to collaborate 

(communicate) with each other, over the Internet or 

future networking infrastructures, to provide dynamic 

services to millions of users.   In such an environment 

the QoS requirements of varied pervasive computing 

applications (e.g., entertainment vs. emergency 

telemedicine) must be met efficiently and seamlessly.  

The goal of this paper is to present novel middleware 

services that are required to address the challenges 

related to adapting to changing situations, meeting 
efficiency requirements, and achieving scalability in 

large-scale pervasive computing applications. More 

specifically, we address QoS and RM services that 

address scalability, efficiency, and end-to-end soft 
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real-time communication on heterogeneous intranet 

and the Internet infrastructures.  These services are 

integrated into the PICO pervasive computing 

environment and tested using a telemedicine 

application. 

2. Middleware in Pervasive Computing 

The PICO pervasive computing project is an 

ideal framework for studying problems in dynamic 

complex environments due to its automated methods 

for creation of mission-oriented communities of 

collaborative software agents to provide services to 

users.  At the low, physical layer, PICO camileuns are 

deployed to interact with the environment, collect 

sensory data, and communicate with other camileuns.  

Any physical device that possesses a CPU, memory, 

and communication ability can serve as a camileun.  

Therefore, smart dust [16], a UC Berkeley network 

sensor platform [17], a PDA, a cell phone, a laptop 

computer, and a high-end multiprocessor computer all 

may serve as camileuns in a PICO environment.  

Camileuns interact using any available networking 

infrastructure ranging from ad hoc networks to 

Personal Area Networks (PANs) [18] to structured 

intranets to the Internet in general.  At a higher level in 

PICO, there is a software agent, or delegent, associated 

with each camileun (or group of camileuns).  A 

delegent may be created by the programmer, user, 

application, or another delegent.  Delegents perform 

mission-oriented services on behalf of their camileuns.  

The delegents for camileuns with limited hardware 

resources reside on the network (other camileuns) and 

perform their tasks on behalf of their camileuns.  PICO 

introduces community computing as a framework for 

delegents to collaborate with each other and to carry 

out application-specific services.  We will demonstrate 

this concept through an example scenario. 

Consider a 

heart patient with a 

heart monitor and a 

cell phone 

(camileuns). As 

depicted in Figure 1, 

each camileun also 

has an associated 

delegent (represented by the winged icons).  If the 

patient begins to have a heart attack, this condition is 

detected by the heart monitor delegent, which will then 

form a community with the cell phone delegent, using 

patient’s PAN, as depicted in Figure 2. The goal of this 

community is to call for an ambulance. Therfore, the 

cell phone delegent, using the cell phone as a data 

communication device, requests assistance of an 

Figure 1: Heart patient
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ambulance.  As shown in Figure 3, even before the 

ambulance has arrived, a larger community of 

delegents consisting of the heart monitor, cell phone, 

and ambulance is formed to provide valuable heart 

information to the participating paramedics.  The 

communication within the ambulance-patient 

community (Figure 3) takes place over the Internet 

using a mixture of wireless and land-based networks.  

In the PICO project we have developed a formal 

framework to model and analyze delegents’ behavior 

and a rule-based, goal-driven inference engine 

methodology to implement the delegents and guide 

community formation and dismantling [19]. From this 

simple scenario, one can observe that: 

• Delegents are always active, performing services on 

behalf of users. 

• Services provided by the delegents are automatic 

and in the background, often without the user’s 

knowledge. 

• In response to dynamic events, delegents 

automatically form communities to perform services 

on an as-needed-basis.  This provides a great deal of 

adaptability to dynamically changing environments. 

• The relationship among the delegents, or the 

composition of the communities, is not predefined.  

Therefore, the delegents heavily rely on middleware 
services to carry out their tasks.

Figure 4 depicts the overall PICO 

architecture.  At the low level, camileuns collect 

environmental information and perform user services.  

They communicate using a variety of technologies 

such as 802.11, bluetooth, cellular, and wired 

communication.  At the high level, the delegents carry 

out monitoring, event detection, and service provision 

activities.  In response to external events or user’s 

needs, the delegents form communities to provide 

higher level user services. 

The delegents are designed to respond to 

unforeseen events and may form (or join) communities 

with different delegents, depending on different 

situations and environmental conditions.  Therefore, 

delegents and communities heavily rely on middleware 

services, such as service discovery, location awareness, 

migration and mobility, transcoding, and 

communication, to dynamically identify and 

collaborate with other delegents.  Additionally, QoS 

and RM middleware services are needed to address 

challenges arising from scalability (large number of 

communicating devices and delegents), efficiency 

(better bandwidth utilization), and meeting soft real-

time deadlines (particularly for high priority, time-

sensitive applications such as telemedicine). 

3. Background and Challenges 

In this paper we focus on issues related to 

middleware services for communication in pervasive 

computing.  Our work on middleware services for 

service discovery, location awareness, migration and 

mobility, and transcoding will be reported separately.  

3.1 QoS and RM middleware services  
In this section, QoS and RM middleware 

services for bandwidth and end-to-end soft real-time 

communication guarantees in pervasive computing will 

be discussed. Performance-related middleware services 

such as QoS and RM for meeting bandwidth and end-

Figure 2: Heart 
patient community.

Figure 3: Ambulance-patient community
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to-end communication delays are critical to pervasive 

computing applications.  Timely collaboration among 

software agents and hardware devices in dynamic 

situations is crucial for time-critical applications.  For 

example, provisioning QoS for on-the-fly video 

communication between an ambulance and the hospital 

is not possible with the existing best-effort-based 

Internet services [20].  Also, architectures proposed for 

providing integrated or differentiated services do not 

address the QoS aspects required to meet the demands 

of time-critical applications [21].  Guaranteeing 

sustained QoS in dynamic situations requires accurate 

system awareness through monitoring and proactive 

QoS and resource management. 

3.2 Scalable and efficient techniques  
QoS and middleware services for both 

Internet applications and large distributed systems have 

been extensively investigated by many researchers, 

including the authors [20, 21, 22, 23, 24, 25, 26, 27, 

28, 29, 30, 31, 32].  However, none of the existing 

solutions are designed to address the challenges 

encountered in pervasive computing when dealing with 

an extremely large number of users/applications or 

dynamic, unforeseen situations.  In the near future, 

many millions of sensors (camileuns) and software 

agents (delegents) will be deployed to carry out 

pervasive computing services using the networking 

infrastructures.  These services not only have different 

priorities and QoS requirements, but the priorities and 

requirements dynamically change depending on the 

changes in the environment.  For example, consider a 

patient under a home care program.  A community of 

delegents representing the patient, doctor, and nurse 

continuously monitors the patient and provides health 

services as prescribed by the medical team.  Under 

normal conditions, the priority for communications 

among the delegents of this continuous community 

may be high.  However, if there is a crisis (such as a 

terrorist attack or an earth quake), not only the system 

load scales up dramatically, but the priorities 

associated to this and many other communities (such as 

movie times or webcasts) are lowered.  The existing 

middleware solutions, whether centralized or 

distributed, are not equipped to handle such dynamic 

situations.  Any solution for QoS and middleware 

services for pervasive computing must scale as the 

number of users and applications increase or shrink 
and must be able to seamlessly adapt to dynamically 

changing conditions and priorities.

3.3 Performance metrics:

To evaluate different QoS and RM 

middleware services in pervasive computing 

applications, there is a need for a set of standard 

performance metrics.  Obviously, there are several 

well-defined, well-understood metrics, such as end-to-

end delays, bandwidth utilization, and efficiency, 

which are also applicable to middleware services in 

pervasive computing.   However, better metrics are 

needed not only to measure the overall performance, 

but also gauge the complexity and overhead, 

robustness (error margins in estimations and 

predictions), degree of scalability, quality 

(performance vs. resources used), degree of openness 

(availability for modification), and degree of testability 

of middleware services in different applications.  

Additionally, to the best of our knowledge, currently 

there is no benchmark (suite), as a measuring stick, to 

evaluate and compare different middleware services in 

pervasive computing applications. 

4. Proposed Solutions 

We present three solutions for the above 

mentioned challenges.  First, we propose efficient 

middleware services that are useful in pervasive 

computing applications.  These services will be 

implemented as delegents (software agents) in PICO 

environments.  Second, we use PICO’s community 

computing as a means to dynamically, and on a just-in-

time basis, integrate the middleware delegents with the 

application delegents to form middleware 

communities.  This approach will provide us with the 

basis to address scalability, adaptability, and efficiency 

in middleware services.  Finally, we introduce new 

performance metrics and define the framework for a 

benchmark suite to evaluate middleware services for 

pervasive computing applications.    

Building block QoS and RM middleware services for 

communication support in pervasive computing:

In the next subsection we will present a novel 

scheme for QoS (along the bandwidth and end-to-end 

delay dimensions) and resource management in 

dynamic, heterogeneous networks, using the 

community computing concept.  The proposed QoS 

management and negotiation method, however, relies 

on a set of building block middleware services that are 

described in this section.  We believe that a successful 

QoS and resource manager in a dynamically changing 

environment must: i) be aware of the current state of 

resources (e.g., network load), ii) know the application 

requirements, iii) be able to predict QoS violations, iv) 

be able to diagnose the causes of violations, v) succeed 

in managing and allocating the resources, and vi) have 

the tools to carry out QoS and resource management 

decision.  This paper focuses on the overall 

architecture of the proposed services and their 

integration.  The working details of our middleware 

Proceedings of the 37th Hawaii International Conference on System Sciences - 2004

0-7695-2056-1/04 $17.00 (C) 2004 IEEE 4



services will be available on our web site (PIC) and in 

future publications.   

  The building block QoS and RM middleware 

services used in our scheme include: system monitor, 

application profiler, resource manager, and action 

delegents. 

The monitor delegents continually and 

autonomously collect and accumulate network 

performance data.  K (K≥1) neighboring network 

resources (network nodes and links) are monitored by a 

dedicated monitor delegent.  K is a system specified 

parameter and its value depends on the size of the 

network, communication latencies, and computational 

speed of the network processors. 

The application profiler delegents are 

designed to profile communication patterns (e.g., type 

and priority) and their performance characteristics 

(e.g., bandwidth and end-to-end delays) for 

applications.  The profiled information is later used in 

resource management decisions and for prediction of 

QoS violations.   

Resource manager delegents are used to 

allocate communication requests to network resources 

in a dynamic and efficient manner.  Currently we use 

heuristic algorithms to carry out resource management 

[28].  However, we are investigating the application of 

Game theory to solve this problem.  We plan to 

formulate resource management operations as a 

bidding game among communication delegents that 

compete for the limited network bandwidth and 

queuing storage.  This approach is flexible in adjusting 

the trade-off between the quality of solution and the 

complexity of the algorithm. 

Putting it all together: Once a QoS or resource 

management decision is made, it must be enacted by a 

QoS action delegent. Scalable, efficient (just-in-time), 

synergistic integration of middleware services into 

pervasive computing applications is critical to PICO. 

As previously discussed, any solution for QoS and 

middleware services for pervasive computing must 

scale as the number of users fluctuates and must be 

able to seamlessly adapt to dynamically changing 

environments and priorities.  We assume that in the 

near future active networks [33, 34, 35] will be 

deployed for both intranet networks and the Internet.  

In active networks, the network nodes are no longer 

simple routers; rather, they have processing (even 

multiprocessing) capabilities and are capable of 

analyzing and dynamically routing communication 

packages.  In such an infrastructure, middleware 

services can be implemented as delegents that exist on 

network nodes, providing QoS services as previously 

described.  We now propose to use the community 

computing principle to form just-in-time middleware 

service communities to address pervasive computing 
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applications’ dynamic needs.  The following example 

explains our idea.   

Consider Figure 5, in which a user would like to hear 

the webcast of a game on the Internet, going through 

network nodes N1, N2, and N3.  As depicted in Figure 

6, the delegents of the user, webcast, and middleware 

services (running on network nodes, providing QoS 

and RM services) will form a community to ensure the 

proper bandwidth is allocated to this communication so 

the user would receive the requested broadcast quality.   

Now assume a high priority, high bandwidth 

communication request between an ambulance and 

hospital is issued, which utilizes nodes N1 and N2 

(Figure 7.)  At this point, the middleware delegents 

running on the network nodes N1 through N4 form a 

larger community (Figure 8) to ensure the requirements 

of the ambulance-hospital communication is met while 

providing a best-effort communication to the user-

webcast connection.  The following points can be 

observed from this example:  

1. Middleware service communities are formed just-

in-time and only when needed. 

2. Middleware services are only limited to the 

affected communications, thus limiting overheads and 

impact on wider area networks. 

Both scalability and adaptability are achieved because 

of points 1 and 2. 

However, the integration of QoS and RM 

services into pervasive computing applications is an 

entirely different matter.  In this section we describe a 

QoS manager that will use the building block 

middleware services, such as monitoring, profiling, 

resource management, and QoS action, to negotiate 

QoS and allocate resources as needed.  We solve this 

problem by introducing “QoS manager delegents,”

which are dynamically formed as middleware 

community managers.  The function of the middleware 

community manager (QoS manager delegent) is to 

optimize the QoS requests within its jurisdiction 

(community) using the building block middleware 

delegents.  This simple and elegant solution allows us 

to dynamically form QoS and RM services as they are 

required.  Additionally, the system is scalable in the 

sense that at any given time multiple middleware 
communities can locally (within their community) 

optimize their QoS requirements.  Two questions 

remain: how will the QoS manager delegents function? 

and how will the QoS manager delegents be 

dynamically formed?  These questions will be 

answered next. 

QoS manger functionality:

Figure 9 depicts our general solution approach for the 

QoS manager delegent functionality [36, 37].  In step 

1, the QoS manager collects monitoring and 

application profiling information from the monitor and 

profiler delegents in the community.  It then uses 

communication QoS requirements and the systems 

state information to detect QoS violations – we plan to 

investigate prediction techniques to predict violations 

in near future.  Once a violation is detected, the causes 

of the violation are diagnosed and possible solutions 

are proposed in step 2.  We currently use a simple, 

rule-based inference method [38] to implement an 

efficient diagnosis algorithm.  In step 3, different RM 

solutions obtained from the resource management 

delegents are analyzed to determine the best QoS 

action or RM allocation to implement.  Our analysis is 

based on “robustness” and performance metrics 

defined in the next section.  Finally, in step 4, the 

selected QoS action (message duplication, re-routing, 

or re-scheduling) is carried out by the action delegents.  

Dynamic formation of QoS manger delegents:

Middleware communities are formed 

whenever there is a significant change in the state of 

the system, requiring QoS management services (e.g., 

Figures 5-8).  Therefore, a dedicated QoS manager 

delegent needs to be dynamically created whenever a 

middleware community is formed.  Initially we 

distribute m dormant QoS manager delegents among n
network nodes (one per network domain).  If a 

community is contained in a network domain, then the 

QoS manager for that domain will serve as the QoS 

manager for the community.  Whenever a middleware 

community crosses more than one domain, then the 

nearest, least loaded QoS manager delegent is selected 

to join the community and serve as its QoS manager.  

In the future we plan to investigate a more dynamic 

approach in which we can: i) embed the QoS manager 

functionality in every QoS delegent described and ii) 

whenever the community is formed, we can deploy a 
voting/polling algorithm to determine which QoS 

delegent in the community will also serve as the QoS 

manager delegent.  Naturally, whenever a middleware 

community is dismantled, its QoS manager delegent is 

released (returned to dormant state).    

Performance metrics:
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As previously discussed, there is a need for a 

set of comprehensive and standard performance 

metrics to evaluate different QoS and RM middleware 

services in pervasive computing applications.  Of 

course well-defined, well-understood metrics, such as 

end-to-end delays, bandwidth utilization, and 

efficiency are useful.  Additionally, we propose several 

other performance metrics that are useful in the context 

of middleware services for pervasive computing 

applications, including:  

Performance: metrics for QoS/RM middleware 

services that include: latencies of different 

components, such as resource allocation routines, 

whether or not the latencies of QoS/RM delegents are 

deterministic, and complexity/overhead of the 

QoS/RM delegents. 

Robustness: Decisions about how to allocate resources 

are often based on estimated or predicted values of 

communication delays and system parameters.  

However, the actual QoS that is delivered may be less 

than predicted due to changes in circumstances such as 

sudden link/router failures, higher than expected 

system workloads, or inaccuracies in the estimation of 

communication delays and system parameters. An 

important question then arises: given a system design, 

what extent of departure from the assumed or predicted 

circumstances will cause the QoS to be unacceptably 

degraded? That is, how robust is the system?  A useful 

robustness metric defined in [39, 40]can be easily 

adopted in pervasive computing.   

Quality: This is probably one of the most important, as 

well as one of the most difficult to measure, 

assessment metrics for evaluation of QoS/RM 

middleware services.  A quality metric may include: 

QoS violation rate: This metric can be computed post-

mortem with the notion that a better quality QoS/RM 

middleware service manages the resources during the 

execution such that there are fewer QoS violations.  

Ratio of QoS to resources consumed: If the degree of 

QoS provided by QoS/RM services can be measured as 

a function of QoS parameters (meeting end-to-end 

deadlines or bandwidth requirement), then this ratio 

will give a higher mark to a QoS/RM service that 

achieves a higher degree of QoS with fewer resources. 

Sensitivity: Sensitivity of a QoS/RM action to changes 

in number of users (scalability) and environmental 

conditions (adaptability). 

Openness: Does the QoS/RM middleware services 

have an open architecture, allowing different/new 

components/delegents to be introduced into the 

systems? 

Testability/Verifiability: Are the QoS/RM middleware 

services easily testable and verifiable? 

System prototyping and benchmark suite for 

validation and evaluation:

We are in the process of designing and 

developing a middleware benchmark suite to evaluate 

and compare different middleware services in 

pervasive computing applications.  The high level 

application will be the emulated prototype 

telemedicine application being developed under the 

PICO project.  We are well aware of the ethical, 

privacy, and social issues we would encounter if 

telemedicine pervasive computing applications were to 

be deployed in the real-world today.  Nevertheless, we 

choose to proceed with telemedicine as our target 

prototype application because: i) we, including many 

doctors we have consulted at the UT Southwestern 

Medical Center, believe it to be the “killer application”

for pervasive computing, ii) it best represents the 

dynamic characteristics found in pervasive 

applications, and iii) we believe that as pervasive 

computing becomes more prevalent in society, 

pervasive medical applications will become more 

common, at least on a voluntary basis.  

The PICO emulated prototype is designed to 

behave like a typical dynamic telemedicine application 

described in Section 3.  Laptops and PDAs are used to 

emulate patients, heart-monitors, cell phones, 

ambulances, hospitals, etc.  These emulated entities are 

monitored and controlled by their associated delegents 

and actually communicate over a real heterogeneous 

network (wired, wireless, intranet, and Internet).  We 

are also developing a methodology to inject dynamic 

changes in the system behavior on a deterministic and 

replicable manner.   To be able to evaluate the 

middleware delegents suite fairly and validly, we must 

be able to exactly repeat the same dynamic

environment and conditions from one experiment to 

another.  For example, if the communication load is 

increased at a given time during an experimental run, 

then exactly the same communication load must be 

increased at the exact same time during the next run of 

the experiment.  To achieve deterministic and 

replicable experiments under dynamically changing 

conditions, we are developing “scenario files” and 

“experiment generators.” 
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A scenario file is used to define the dynamic 

events that may take place during an experimental run 

of the benchmark suite (telemedicine application plus 

the middleware services).  Thus, a scenario file will 

specify a sequence of events to take place at given 

relative time units, starting with time 0.  For example, 

we may specify that at time 0 the communication load 

is 0 and no application is executing.  At time 5, a user 

on camileun x requests to watch a webcast on camileun 

y.   At time 10, camileun z detects a heart attack, and so 

on.   

An experiment generator is a meta level 

application that reads the scenario file and activates the 

specified events at the given times in the test-bed 

prototype environment.  In other words, an experiment 

generator is the event driver in our event-driven 

simulation test-bed. 

5. Performance Evaluation 

In this section we present some early results 

from our implementation of a small, proof of concept 

system for PICO and the proposed QoS middleware.  

The system set up is based on the prototype 

environment explained in the previous subsection, 

using the webcast – ambulance scenario described in 

Section 5 (Figures 5 – 8).  Four Pentium-based 

computers, running Linux, are used to represent the 

user, webcast, ambulance, and hospital camileuns.  The 

interconnection among the camileuns is emulated using 

12 Linux-based PCs, emulating network switches and 

routers. 

Figure 10 depicts the results of our first 

experiment.  The X axis shows the experiment duration 

in seconds, starting from time zero.  The Y axis shows 

the webcast communication latency (in seconds) 

between the webcast site and the user.  The desired 

latency (or soft deadline) for this communication is 

0.002 sec.  The inter-arrival rate for this continuous 

transmission is exponential with a mean of 0.01 sec 

and the traffic size is 1K bytes per frame.  As shown in 

Figure 10, the webcast latency is below the deadline up 

to around 100 seconds into the experiment.  At this 

point additional traffic is injected into the network, 

causing the latency to surpass the deadline around time 

112 seconds.  This violation is then detected by the 

QoS monitor, causing activation of the QoS manager.  

The QoS manager re-routes the traffic through other 

nodes with more bandwidth availability, causing the 

latency to drop below the deadline around 125 seconds 

into the experimentation. 

Figure 11 depicts the results of a similar 

experiment involving two communications.  The graph 

denoted by diamond-shaped data points shows the 

behavior of the webcast communication with the same 

traffic characteristics as before.  The graph denoted by 

the triangle-shaped data points shows the 

communication behavior for the ambulance – hospital 

transmission.  The desired latency for this 

communication is 0.2 sec.  The inter-arrival rate is 

exponential with a mean of 0.01 sec and the traffic size 

is 8K bytes per frame.  Unlike the continuous webcast 

traffic, the ambulance – hospital transmission is 

sporadic with an exponential duration with a mean of 

600 seconds.   As depicted in Figure 11, up to around 

time 70, everything is fine.  At this time, the 

ambulance – hospital transmission begins, sharing two 

network nodes with the webcast communication.  As 

more and more network bandwidth is allocated to the 

ambulance communication, the latency of the webcast 

increases and eventually exceeds its deadline around 

time 95.  Also, the ambulance-hospital communication 

latency eventually exceeds its deadline because 

Figure 10  Experiment 1: Webcast 
communication behavior in PICO. 
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ambulance-hospital communication 
behavior in PICO.
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sufficient bandwidth cannot be allocated to its 

transmission.  At this point, the QoS manager re-

allocates the webcast transmission to other network 

nodes, allowing the two communications to proceed 

while meeting their QoS requirements. 

6. Conclusions 

In this paper we introduced middleware 

services that are required to address the challenges 

related to adapting to dynamically changing situations 

in pervasive computing applications.  In particular, 

these services are designed to meet communication 

QoS requirements and achieve scalability in large-scale 

pervasive computing applications over heterogeneous 

network infrastructures.  The community computing is 

used as a unifying method to dynamically integrate the 

middleware services with each other and with high 

level applications on a just-in-time basis.  In addition, 

we proposed new performance metrics and a 

benchmark suite approach to evaluate middleware 

services in pervasive computing.  Early performance 

evaluation results from a proof of concept 

implementation validate the proposed approach. 
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