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A Random Early Demotion and Promotion Marker
for Assured Services
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Abstract—The differentiated services (DiffServ) model, pro- e b P .H“‘x
posed to evolve the current best-effort Internet to a quality-of-ser- ff | ‘x\ I ik
vice-aware Internet, provides packet level service differentiation I‘"—--.. R R A
on a per-hop basis. The end-to-end service differentiation may | | 16! i'l 1—' |l|I nk:
be provided by extending the per-hop behavior over multiple | -
network domains through service level agreements between . ; h 3
domains. The edge routers of each of the domains monitor the -~ W BELY et g
aggregate flow of the incoming packets and demote packets when ¢ = 1 = = N :" B _-_“\_
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the aggregate incoming traffic exceeds the negotiated interdomain | == _# |
service agreement. A demoted packet may encounter other edgel, @ | | =
routers on its path that have sufficient resources to route the ‘x\__ - \ 4
packet with its original marking. In this paper, we propose a — S

random early demotion and promotion (REDP) technique that j

works at the aggregate traffic level and allows 1) fair demotion of

packets belonging to different flows, and 2) easy and fair detection
and promotion of the demoted packets. Using early and random
decisions on packets REDP ensures fairness in promotion and

demotion. It uses a three color marking mechanism, reserving one . . . .
color for differentiating between a demoted packet and a packet Services (IntServ) [3] model and the Differentiated Services

with the original out-of-profile marking. We experiment with the ~ (DiffServ) model [4]. Like the circuit-switched_ service in the
proposed REDP scheme using thews2 simulator for both TCP  current telephone system, IntServ could provide per-flow QoS
and UDP streams. The results demonstrate the faimess of REDP guarantee. However, IntServ has two major drawbacks [5]. First,
:ﬁgsvm;V'Qrigg/”(‘)‘]f“r’;guﬁgdthgrto(;';‘;g'ggst?gf::tti;gg‘)eémp%ev’i d"(‘a’g the amount of state information increases proportionally with
better assured services compared to the previously proposed RIO ,the flow Iead,'ng to poor Scalab'l_'ty atthe Core, routers. Secor_]d’
scheme with or without the provision of promotion. |mplementat|or_1 of IntServ requires changes in the Ir_lternet in-
, . ) _ frastructure. DiffServ, on the other hand, provides simple and
Index - Terms—Assured services, - demotion, __differentiated redefined per-hop behavior (PHB) level service differentiation
services, Internet, promotion, quality of service, random early p P P ( ) .
detection. in the Internet core routers. Per-flow or flow aggregate marking,
shaping, and policing are done at the edge router. Thus it does
not suffer from the scalability problem and has less requirement
|. INTRODUCTION from the Internet infrastructure.

HE CURRENT Internet uses the best-effort service model. Today’s Internet comprises of multiple interconnected au-
In this model the network allocates bandwidth among dPnomous domains, or administrative domains [6]. Each do-
the contending users as best as it can and attempts to servéhain has core routers that are interconnected by backbone net-
of them without making any explicit commitment to rate or anyworks. End users or the other domains are interconnected to
other service quality. With the proliferation of multimedia andhe each other through edge routers. A typical DiffServ archi-
real-time applications, it is becoming more desirable to providecture is shown in Fig. 1. Before entering a DiffServ domain, a
certain quality of service (QoS) guarantee [1] for Internet appiacket is assigned a DiffServ Code Point (DSCP) by the marker
cations. Furthermore, several enterprises are willing to pay l@eated in the edge router [7]. When the packet reaches a Diff-
additional price to get preferred service in return from the IrBerv aware router, the DSCP of the packet will be checked to
ternet service providers. The Internet Engineering Task Fordetermine the forwarding priority of the packet. The DSCP of
(IETF) [2] has proposed a few service models and mechanisenpacket may be changed when it crosses the boundary of two
to ensure Internet QoS. Notably among them are the Integragsinains. For example, in Fig. 1, a packet sent from host A to
host B may be marked as high priority DSCP when it enters
domain 1. At the boundary of domain 1 and domain 2, if do-
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Fig. 1. A typical DiffServ architecture.
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EF was originally proposed by Van Jacobson in [10] as prpeint of origination. Our technique addresses two important as-
mium services. Itis expected that premium traffic would be allgects of the marking process at the edge routers. First, in the
cated only a small percentage of the network capacity and woglase of demotion, it ensures that the proportion of packets de-
be assigned to a high-priority queue in the routers. It is ideal foroted for each microflow is fair (with respect to their rates).
real-time services such as IP telephony, video conferences &®tond, it proposes a mechanism to identify the demoted “in”
the like. packets and promotes them fairly across connections when a

AF was first proposed by Clark in [11] as assured servicedomain has excess capacity. The fairness is achieved early and
Originally, it was proposed to use the RED-in/out (RIO) [12] apby randomly making marking decisions on the packets. Iden-
proach to ensure the “expected capacity” specified by the traffification of a previously demoted packet is ensured using the
profile. The basic idea is, upon each packet arrival, if the traffiskF PHB specified packet markings. In order to support this,
rate is within the traffic profile, the packet is marked as “in,the marker uses a three-color (red, yellow, and green) marking
otherwise, itis marked as “out.” In a DiffServ aware router, all thprocess, where yellow is used as an indicator for temporary de-
incoming packets are queued in the original transmission ordertion. We have experimented with the marker orvtbg [13]
However, during network congestion, the router preferentialimulator. Our results show the effectiveness of the technique
drops the packets that are marked as “out.” By appropriate pfor both TCP and UDP traffic. The marking scheme is very fair
visioning, if we could make sure that the aggregate “in” packeits demoting and promoting packets and provides better perfor-
would not exceed the capacity of the link, the throughput of eaaiance to the in-profile traffic compared to the traditional leaky
flow or flow aggregate could be assured to be at least the raigcket scheme and the RIO scheme.
defined in the traffic profile. To ensure service differentiation, The rest of the paper is organized as follows. Section Il dis-
currently, the AF PHB [9] defined by IETF specifies four trafficcusses the demotion and possible promotion at the boundary of
classes with three drop precedence levels (or three colors) withiro domains. The benefit of providing promotion is also dis-
each class. In all, there are twelve DSCP’s for AF PHB. Withioussed in detail in this section. Section Ill proposes an REDP
an AF class, a packetis marked as one of the three colgrsen, marker to fairly demote and promote packets at the domain
yellow, andred—wheregreenhas the lowest drop probability boundary. Section IV studies the performance of REDP marker
andred has the highest drop probability. It is expected that withsingn.s2 network simulator. Section V discusses how to fur-
appropriate negotiation and marking, end-to-end minimuther improve the benefit from promotion by supporting three
throughput could be assured or atleastassured to some extentlrop precedences in the core routers. Parameter sensitivity of

An Internet connection can span through a path involvirthe proposed marker is discussed in Section VI, followed by the
one or more network domains. If we want to guarantee tlvenclusions in Section VII.
end-to-end minimum throughput of the connection, we have
to make sure that the aggregate traffic along the path does not
exceed any of the interdomain negotiated service level agree-
ments (e.g., the traffic rate) after this flow joins. This is very A packet in the Internet travels from a source to its destina-
hard to ensure since the interdomain service agreement is tiah by getting routed through one or more network domains.
usually renegotiated at the initiation of each new connectioAccording to the architecture of DiffServ defined by the IETF,
For assured services, the interdomain traffic rates are usuaiBighboring domains negotiate service level agreement (SLA)
negotiated statically or updated periodically to avoid signalingith each other, which specifies how much traffic of each ser-
overhead and scalability problem [4]. The negotiation is usualjce level could be passed from one domain to the other do-
based on statistical estimation. So, the instantaneous aggrega@. More technical details, such as the committed rate, max-
flow rate may be higher or lower than the negotiated rate. imum burst size, etc., are specified by the traffic conditioning
case of higher incoming flow rate, the intermediate markagreement (TCA). Traffic conditioners (TC) are implemented at
demotes some of the “in” packets to “out” so that the aggregdtes edge routers to ensure that the aggregate traffic of any level
rate of “in” packets conform to the negotiated rate. The dshould not exceed the traffic profile of the TCA. A simple ex-
motion, although exercised at an aggregate flow level, showlthple of TC is a leaky bucket marker used for RIO as shown in
affect all the connections proportional to their current usadég. 2. The TCA between the upstream domain and the down-
(i.e., fair demotion). On the other hand, if the incoming floveétream domain specifies thatbits/s “in” traffic from the up-
is lower, ideally the intermediate marker should reallocate tiséream domain could enter the downstream domain with a max-
excess capacity and promote a “previously demoted” packishum burst size ob. The leaky bucket is fed with a constant
This promotion should be fair across all connections as well.rate of » bits/s. When a packet arrives from the upstream do-

In this paper we propose a new technique for the markimgain, if the packet has been marked as “out,” TC simply forward
process at the edge routers. The proposed process is motivited “out.” If the packet has been marked as “in,” TC checks
by the observation that some of the “in” packets may get mark#tk leaky bucket to see whether there are enough tokens for this
as “out” at nodes where the aggregate incoming traffic rate gpacket. If there is, the packet is forwarded as “in” and the packet
ceeds the available bandwidth. However, later in the connesize worth of tokens are deducted from the leaky bucket. Other-
tions’ path, the available bandwidth may be enough to routdgse, the “in” packet is demoted to “out” and forwarded.
these “out” packets (that were originally “in”). Therefore, there A more sophisticated two-rate—three-color marker
is a need to identify these demoted packets instead of clubb{fildqR-TCM) [14] based on a similar mechanism was pro-
them together with the packets that were marked “out” at tip@sed recently as a possible candidate for the three color AF.

Il. INTERDOMAIN MARKING
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_ _ _ ' the provision of promotion of the demoted packets and making
Fig. 2. Aleaky bucket intermediate marking model. the demotion/promotion process fair. The provision of promo-
tion enhances the performance of the assured traffic, whereas

The common idea behind the marker is that when the aggreg#@ early randomness in packet marking decision ensures the
traffic of certain service level exceeds the rate defined in tf@irness of the proposed scheme. These performance measures
traffic profile, the packet is demoted to a lower service levedre quantified and justified in the next section. Here we describe
However, in this model, if the traffic rate of the service level ighe marking process and the framework of the REDP scheme.
lower than the rate defined in the traffic profile, lower servicdlotice that the initial marking of packets at the host markers can
level packets are not promoted to higher level. The scheme d§&gione on a per-flow basis. However, the intermediate marking
not promote a packet because of the problem in identifyifgust be done on the aggregate level for the ease of scalability.
the packets to promote. For example, assume that flow-1 hadVe use a variation of the tricolor marking model for the
subscribed for certain throughput of assured services, aREDP scheme. Therefore, each packet can be markgees,
flow-2 has subscribed for best effort services. Both of thebtellow,or red. Suppose an end user submits an expected-rate
pass through several domains. Assume that some of the “|attially, the local domain configures a leaf marker for the flow.
packets of flow-1 are demoted while crossing the first domaif. packet from this flow is marked agreenif it is in-profile
While crossing the second domain, if the TC has some exgdred if it is out-of-profile. None of the packets is marked
“in” tokens and if promotions were allowed, the best effor@s yellow. Intermediate markers are implemented in the TC
traffic and the demoted traffic of flow-1 compete for gettinf domain boundaries. While crossing a domain boundary, a
promoted. In all fairness, the demoted packets of flow-1 shouseenpacket is demoted tgellowif the aggregatgreenpacket
be promoted first. However, there are no identification marks [At€ exceeds the negotiated rate at the intermediate marker.
these demoted packets. By promoting the packets of both flofysyellow packet is promoted tgreenif the aggregategreen
randomly, the assurance of the in-profile packets cannot Backet rate is lower than the negotiated rateyelow packet
improved. The simulation result in Section IV-B of this papeis never demoted teed and ared packet is never promoted
supports this argument. to yellow. Thus,yellow is specifically used to memorize the
Usually, an end-to-end connection would cross multiple Diflemotedyreenpackets. When we are able to promote, we only
Serv domains. For assured services, static TCA based on stdfi10 promote theyellow packets. In other words, we would
tical estimation is preferred for simplicity and ease of pricin@nly promote the assured packets that were demoted. The
Since there is no end-to-end signaling and negotiation, denfigotivation for reserving theellow packets to remember the
tion is unavoidable. If we use the marking model as has beRfgVious state of a high priority packet came from the fact that
proposed in the literature, once an “in” packet is demoted, different traffic classes, not the three-color scheme per traffic
will be treated as an “out” packet for all of the remaining doclass, gives effective isolation between TCP and UDP flows
mains. Assuming the number of domains along the end-to-ed@]- Two colors per class is enough for service differentiation
connection isz, and the probability that a packet gets demotedithin a class [19]. The third color can be used more effectively
through each domain boundaryjsthe end-to-end demotion in the manner proposed in this paper. The state diagram of the
probability of a packet would b — (1 — p)™. However, some demotion—promotion algorithm is shown in Fig. 3.
of the demotion decisions could be reverted if we can identify The leaky bucket is a deterministic flow control network el-
the demoted packets and promote them as soon as we haveegyent that can be used as a traffic marker. Like the drop-tail
cess resources available in the downstream domain. Basedlbdfiue, a simple leaky bucket demotes all packets that arrive

these motivations, we propose a three-color demotion-prony¥en there are no tokens available. As argued in [16], much
tion scheme in the following section. of the Internet traffic is highly periodic, either because of peri-

odic sources (e.g., real-time audio or video) or because window
flow control protocols have a periodic cycle equal to the con-
nection round trip time (e.g., a network-bandwidth limited TCP

In this section, we propose a new technique called rando
brop d rTlMany microflows may pass from the upstream domain to the downstream

early qemOtion and promOtic_)n (REDP) for managing the inte(ﬁﬁ)mainthroughthe intermediate marker. Aggregméenpacket rate is the sum
domain flow control. The main aspects of the REDP scheme afrehe rate of all of thegreenpackets of these microflows.

I1l. REDP MARKER
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Demotion:lf the arriving rate ofgreenpackets exceeds

the token consumption rate exceeds the token filling rate.
The number of tokens decreases and the token level falls
into the demotion regionIn the demotion regioneach
arrivinggreenpacket is randomly demotedyellowwith

a probability of Py.,...,, wherePy.,,, is a function of the
token countT K,,..»)- A simple example of the function

- could be

Green/Yellow
g

.| Yellow/Green
re-marking

A

packet classifier

Pderno = (TL - TKnurn)MAXderno/TL

whereMAX .m0 iS the maximum demotion rate. When
the leaky bucket runs out of tokens, each arrivijigen
packet is demoted tgellow.

Fig. 4. REDP marker. 3) Promotion: If the arriving rate ofgreenpackets is less
than », the token filling rate exceeds the token con-
sumption rate. The number of tokens increases and the
level reaches thepromotion region In the promotion
region, each arrivinggreenpacket will still be forwarded
asgreen consuming a certain number of tokens. Each
arriving yellow packet will be randomly promoted to

forwarding engine

bulk data transfer). This phase effect could bring unfairness in
the demotion and promotion among different microflows as ad-
dressed in [15]. The following (concocted) example explains the
unfairness of the phase effect (or synchronization). Suppose all
packets of two streams are originally markedgasen They
have the same rate and same packet size and are aggregated greenwith a probability of Pyomo, Where Pyomo i @
in the marker. Suppose the packet from the streams (1 and 2) function of the token count in the leaky buck@t,,..m)-
are interleaved in the following pattern, 1212 121 212and An example of the function is

the marker has to demote 50% of the packets from the aggre-
gate flow, i.e., every other packet must be demoted. Then all the
packets from one flow will be demoted, while all the packe?

I

Pprorno = (TKnurn - TH)MAXprorno/(b - TH)

he REDP scheme removes the phase effect of periodical flows

M detecting the arriving rate of tlggeenpackets early and by
omoting or demoting packets randomly. During demotion, it

£eps the number of demoted packets of each flow approxi-
tely proportional to the number gfeenpackets of that flow.

g‘nilarly during promation, it keeps the number of promoted
ckets of each flow approximately proportional to the number

from the other flow will remain unaffected. Phase effect cou
also bring about unfairness in promotion. Detail discussions
the phase effect have been reported in [16]. Introducing rando!
ness in the packet selection process of the flow control mec
nism could solve the problem. An example is the random eal
detection (RED) gateway [17] that reduces the unfairness of li%
drop-tail queue. We apply a similar concept to the leaky buc
marker by introducing randomness and early decisions on t%elYellovv_packets of that flow.A .

packet marking process. In addition, as discussed earlier, &ve he D|fdeerv corelfro_uters could Suonrt either t(\jNO or three
allow the promotion of thgellow packets based on bandwidth%rOIO precedences. If it supports two drop precedences (e.g.,
availability. We call this marker the random early demotion an
promotion (REDP) marker.

An REDP marker is implemented using a leaky bucket.
promotion threshold is set in the leaky bucket. If the tokens in
the leaky bucket exceed the promotion threshold and an arriving
packet isyellow, it is promoted tayreen Similarly, a demotion  In this section, we analyze the performance and effectiveness
threshold is used in the leaky bucket. If the number of tokensafithe REDP scheme. In the previous section, we claimed that
the leaky bucket is less than the demotion threshold, an arrivittge REDP has two major advantages. First, the demotion and
greenpacket is demoted tgellow. Using this scheme, we canpromotion performed by REDP is fair across the connections.
also detect whether the aggregate rate of the arrivgreén Second, by allowing the promotion of demoted packets, REDP
packets is lower or higher than the negotiated rate. improves the performance of the assured traffic. We quantify

The marking model is shown in Fig. 4. Two thresholdg, these two measures in this section through experiments using
andTy, divide the leaky bucket into three regionslemotion thens2 simulator. Both UDP and TCP sources are analyzed to
region, balanced regignand promotion region Initially, the show the performance improvement.
token count is set within thealanced regionThree situations
can arise during the marking process.

1) Balanced:If the arriving rate ofgreenpackets is equalto  Note that the demotion and promotion algorithm employed in
the token filling rater, the token consumption rate is thehe REDP marker uses the same mechanism (i.e., random and
same as the token filling rate. Therefore, the number efrly decisions) to ensure fairness. Here, to avoid repetition, we
token in the bucket remains in thalanced regionEach only show the fairness of demotion. Fig. 5 depicts the simu-
packet is forwarded without changing the color. lation topology used to study the fairness of demotion. Hosts

10), greenis deemed as “in.” Botlyellowandred are deemed
as “out.” If it supports three drop precedencgsenhas the
J&)WES'[ drop probability anded has the highest drop probability.

IV. PERFORMANCE STUDY

A. Fairness of Demotion and Promotion
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[min,, max;,] range. Thanin,y, maxeut, aNdP maxe, are

the corresponding parameters for the “out” packets. This con-
ER 10Mbps @ o Mbps @ figuration ensures that the aggreggteenpackets from CR1 to
. 2ms 2ms CR2 is exactly the link capacity. So almost all greenpackets
! would be forwarded, and almost all tirellowandred packets
! would be dropped. By computing and analyzing the throughput
! of each flow at CR2, we derive the fairness of the demotion for

@ OMbps, 2ms drop probability for an “in” packet when the queue size is in the

&9

domain boundary (o Mbps assured services ) different markers. Theoretically, if the demotion is fair, each
flow should get approximately the same throughput, that is,
Fig. 5. Simulation topology used to study the fairness of demotion. a/4. We have used both UDP and TCP sources in our simu-

lation to demonstrate the effectiveness of REDP for these two

H1, H2, H3, H4 each has a leaf marker implemented insidePPular transport-layer protocols. o
Each of the hosts has a 0.5 Mb/s assured service profile. S&) Faimess of Demotion for UDP Sourcesn this simula-
initially each host could have up to 0.5 Mb/s packets markdi@n, we have assumed four UDP sources—udp1, udp2, udp3,
asgreen The remaining packets are markedred Each flow Udp4—starting from hosts H1, H2, H3, and H4, respectively.
originates from a host and passes through multiple domains ait€ sending rate of each flow is 0.6 Mb/s. Originally, 0.5 Mb/s
terminates at CR2. After successfully crossingoneseveral i marked agreenand the remaining 0.1 Mb/s is marked as
domains, the packets reach the edge router ER. ER is at @@ In the first simulation, we choose = 1.6 Mb/s. So at edge
boundary of the two domains. Suppose, at ER, we don't hakRuter ER, 2 Mb/sgreenpackets arrive but only 1.6 Mb/s of
enough SLA to pass all thgreenpackets to the downstreamthem could be marked ggeenbefore entering the downstream
domain. Then some of thgreenpackets need to be demoted t¢lomain. If the marker implemented in ER is ideally fair, each
yellow. The goal of our experiment is to evaluate the fairne$w should have 400 kb/s packets forwardedyeeenand 100
of different marking schemes. In other words, we investigatekP/S packets demoted gellow. Because the bandwidth of the
equal proportion of thgreenpackets of each flow would be de-Pottleneck link, from CR1 to CR2 is exactly 1.6 Mb/s, only the
moted by the different marking schemes. In the following digréénpackets could pass this link. All thyellowandred packets
cussions, we analyze and compare the fairness of the followify§l be dropped here. So ideally, each flow should get 400 kb/s
three schemes using our simulation: leaky bucket, REDP, af@oughput. The simulation is executed for 50 s and we use the
per flow markingg last 40 s to calculate the throughput of each flow. Calculation of
All the marking schemes are implemented in the ER of Fig. 1€ throughput is done in the same way for all the other results
The token filling rate of the leaky bucketdsMb/s, wheray < 2 in this paper.
Mb/s. After being remarked by the marker, a packet s forwarded The throughput for different flows using different makers is
to the core router CR1 and then terminates at core router CRBOWN in Fig. 6(a). If we use a leaky bucket marker in ER,
The link capacity between ER and CR1 is larger than the at@e throughput of the four flows are highly biased. Flow2 only
gregate bandwidth of the four flows. The link capacity betweeift about 200 kb/s, while flow3 and flow4 get about 500 kb/s
CR1 and CR2 is exactlyx Mb/s. Assured service is imple-€ach. This is because of the synchronization problem. The four
mented in CR1 through the RIO scheme. In the core routekDP flows have the same rate and are sending data periodically.
all the greenpackets are treated as “in,” boted andyellow Most of the time when greenpacket of flow2 comes, the leaky
packets are treated as “out.” We implemented a simple RRtcket happens to run out of tokens. If we use a per-flow based
queue [12] in thers2 simulator. Both “in” and “out” packets marker in ER, each flow gets close to 400 kb/s. If we use our
are buffered in the same queue. We use two sets of RED pardf-PP marker in ER, each flow also gets approximately 400
eters for “in” and “out’ packets. The RED parameters for “inkb/s.
packets is: 45 packets, 60 packets, and 0.Infar;,, maxy,, Fig. 6(b) shows another set of result with a different demotion
and P max;,, respectively, and 20 packets, 40 packets, and Ja&fio. Hereq = 1.2 Mb/s, so ideally 300 kb/s of each flow could
for miney;, Maxeu, and P maxoy;, respectively, wherenin;, 0€ passed agreenand 200 kb/s should be demotedytllow.

and max;, represent the upper and lower bounds for the affom the result, we can observe that the throughputs are highly
erage queue size for “in” packets, aRdnax;,, is the maximum biased if we use leaky bucket markerim t.he ER. However, the
REDP scheme removes the synchronization or phase effect and

2In the real world, it is unlikely that areenpacket will get demoted when jg very fair as is demonstrated by comparing its results to the

it reaches the first intermediate marker because the leaf markers are config .

based on the capacity of the first intermediate marker. In this experiment,lf{?‘féjaI per-ﬂ,OW marking prqcess.

order to simplify the simulation topology, we assume that the demotion happensDepending on the sending rate of each flow, the phase effect

when packets reach the first intermediate marker, that is, when it reaches eggelld be less or more serious. Next, we change the sending rate

router ER in Fig. 5. of each flow to 0.79, 0.73, 0.53, and 0.61 Mb/s, respectively,

3per-flow marking is implemented in the following way. Assume that all the . .
intermediate markers know the original submitted rate of each flow. Tokens er-]d repeated the simulation. Note that from each flow, 0.5 Mb/s

signed to each flow are proportional to its original submitted rate. This modés marked agreenand the rest is marked asd. Fig. 7 shows

although should be the fairest among these three, needs per-flow monitofRg resylts. Fig. 7(a) and (b) shows that the throughputs of the
and signaling. It may not be practical as an intermediate marker because of

he A .
scalability problem. Here we only use it as an ideal case to evaluate the fairné%gr flows are still biased in the case of the Ieaky bucket marker.

of REDP marker. However, the degree of variance is higher. In both cases, the
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Fig. 6. Demotion fairness comparison: UDP sources, four flows have same sending rate.
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Fig. 7. Demotion fairness comparison: UDP sources, four flows have different sending rates.

REDP scheme achieves better fairness over the leaky budkeFig. 8. From the figure we could observe the phase effect
marker. The fairness of REDP is almost as good as the per-flathen we use the leaky bucket marker. Both per-flow marking
marking while it works on the aggregate flow level and thus doesid REDP could increase the fairness of demotion. However,
not have any scalability problem. the fairness improvement of REDP marker over leaky bucket
Phase effect is very common for UDP sources. We have damarker is not as obvious as using UDP sources. This is because
several simulations and have observed this effect frequently. 0&P has its own flow control and congestion control algorithm
pending on the rate of each flow, the SLA, and the packet sif&8].# Adding random components along the path could im-
etc., the effect could vary. By using REDP marker, we incorp@rove the fairness of TCP sources, but would not completely
rate a random component in the path. This randomness remoselse the problem.
the deterministic phase effect so that it does fair demotion and
promotion. B. Benefit from Promotion
2) Fairness of Demotion for TCP Sourcegcccording to the
analysis in [16], TCP sources also have phase effect becausgt

its sliding window flow control algorlthm.. A TC.P source W'"t at domain. If it is not dropped in that domain, it is preferable
not send the next burst of packets until it receives the ACK? promote it as soon as there are excess tokens in any of the

the current burst of packets. So, the period is the roundtrip tirﬂgwnstream edge markers. This ensures that a packet does not

(RTT) of the connection. In [16], the authors have shown th Etdropped under minor and transient congestions in the down-

flows with similar _RTT could get biased throughputs if the tream domains. The proposed REDP marker could do both de-
share a common I"?k' . . o . motion and promotion.

The topology of Fig. 5 is again used for this simulation, where The topology shown in Fig. 9 is simulated to study the ben-
the four UDP sources are changed to four TCP sources. Té}ﬁ of promotion. ER1 and ER2 are two edge routers, each of
delay of the link between H1 and ER is changed to 1 ms, be- ’

tween H3 and ER is Changed to 1 ms, and between CR1 an‘gWe believe if the TCP sources are modified according to [18], a “better”
CR2 is changed to 10 ms. So the RTT of each flow is 26, 21‘%irness can be obtained through REDP. We did not carry out the‘experiments

26, 28 ms, respectively. The throughput of each flow is shovgice the source does not remain traditionally TCP compliant.

epending on the actual network traffic, a packet demoted
he boundary of a domain may or may not get dropped in
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Fig. 8. Demotion fairness comparison: TCP sources.

@ OMbps, 2ms

use best-effort services. Four UDP flows, udpl, udp2, udp3,
udp4 start from H1, H2, H3, H4, respectively, and sink at CR3.

10Mbps @ GMbps ——10Mbps N B Mbp@ The rate of each flow is set at 500 kb/s. So initially udpl and

s s LN s \ORYTS udp3 each has 500 kb/s packets markedy@en udp2 and

ER1

! udp4 each has 500 kb/s packets markecedsAt ER1, up to

: 600 kb/sgreenpackets are allowed to be forwarded to the next
| domain. So 40% of thgreenpackets are demoted here. We set
« = 2 Mb/s. So no congestion happens in this domain and the
demoted packets will not be dropped in this domain. At ER2,
Fig. 9. Simulation topology used to study the benefit from allowing!P to 1.2 Mb/sgreenpackets are allowed to be forwarded to
promotion. the next domain. If we choose promotion, we could promote
some of theyellow (for 3-color promotion) orred (for 2-color

which has a marker implemented in it. CR1, CR2, and CR3 Eomotlon) packets tgreen We sety = 1.2 MbJs. So within

core routers with built-in RIO mechanism for flow control. Sim- Is domain, some of theed or yellowpackets will be dropped.

ilar to the previous simulation, H1, H2, H3, H4 each has aﬂov-l\—/he link between CR2 and CR3 is the bottleneck. Fig. 10(a)

starting from it and sinking at CR3. Each flow crosses two dg’gﬁg;etze throughput of each flow under different marking
main boundaries. At the first domain boundary defined by ERT :

. "Without promotion, a demoted packet is treated as “out” for
there is not enough SLA to forward all tigreenpackets as all of the remaining domains. So some of the packets will be

green Some of thegreenpackets are demoted. Let us assume .
. ; ropped at the bottleneck link. Each of udp1 and udp3 gets about
that at the second domain boundary, ER?, there is some XL Kkbis throughput although they submitted 500 kb/s. If we

SLA. So we have three choices. . .
) use the 2-color promotion as described above, we can promote
1) No Promotion:We only use two colorgreenandred (or  some of theed packets at ER2. However, since we cannot tell
‘in” and “out’). In case of deficient SLAgreenis de- \yhich one is initially marked ased and which one is demoted
moted tored. In case of excess SLAed s not promoted g req, hoth of them could be promoted gpeen which would
to green . not improve the throughput assurance of udpl and udp3. The
2) Two-Color PromotionWe only use two colors. In case ofsjmylation results support this point. We cannot improve the
deficient SLA,greenis demoted taed. In case of excess throughput assurance of flowl and flow3 through 2-color pro-
SLA, redis promoted tagreen In this case, there is N0 mgtion. In the 3-color promotion, we usellow to memorize
distinction between a packet th_at is originally marked gge demotedreenpackets. In ER2, only thgellowpackets are
redand a demoted packet that is also markei Tpromoted togreen So we could improve the bandwidth assur-
3) Three-Color Promotion\We use three colors. In case ofance of udpl and udp3. Each of them gets a throughput of about
deficient SLA,greenis demoted tyellow. In case of ex- 500 khy/s. This is where the REDP scheme benefits the most.
cess SLAyellowis promoted tagreen No demotion or  2) For TCP Sources:Now we change the four UDP sources
promotion is done betweeyellow andred. In the core o four TCP sources, keeping all of the other parameters un-
routers greenis treated as “in,” botlyellowandredare  changed. The simulation resultis shown in Fig. 10(b). The result
treated as “out.” is similar to the previous simulation. No promotion and 2-color
We implement all these three alternatives and compare the gmemotion have similar performance while the 3-color promo-
formance in the following experiments. tion improves the throughput assurance of tcpl and tcp3. Thus,
1) UDP Sources:For the four hosts, assume that H1 anthe concept of promotion used in the REDP scheme benefits
H3 each negotiate 500 kb/s assured services, and H2 andbdth TCP and UDP traffics.

|
|
!
i
i

&

) 1
domain boundary domain boundary
(600 kbps assured services ) ( 1.2 Mbps assured services )
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Fig. 10. The benefit from promotion.
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Fig. 11. Benefit from promotion: three drop precedences versus two drop precedences.

V. SUPPORTING THREE DROP PRECEDENCES TOIMPROVE 45, P maxyeiio, = 0.5, and the parameters fgreenpackets

ASSURANCE aSmMingreen, = 45, Maxyeq = 60, Pmax,.q = 0.1. Fig. 11
Br_]ows the assurance gain by adding one more drop precedence
in the core routers. For both UDP and TCP sources, if we set
ah= £ = 1.2 Mbl/s, three drop precedences in the core router
could greatly improve the throughput assurance of flowl and
§9W3. Each of them gets a throughput of about 500 kb/s as
{"nown in the figure.

In the previous section, we analyzed the benefits of prom
tion in the REDP scheme. In the simulation, we chase- 2
Mb/s so that congestion does not happen in the first dom
What will happen if instead we choose= 1.2 Mb/s? Would
we still get the same throughput assurance for flowl and flow.
The answer is “no.” Since in the core router, we only suppo‘?‘
two drop precedences, tlyellow packets are treated the same
as thered packets in the core router. If congestion happens in
the first domain, some of thgellow packets will be dropped For a leaky bucket marker, the only variable parameter is the
before they reach ER2. Promotion will not help to improve th&ze of the leaky bucket, which is also the maximum burst
throughput assurances of flowl and flow3. The simulation reize. However, an REDP marker has additional parameters that
sult shown in Fig. 11 supports this answer. It is desirable to atetermine the demotion and promotion processes. In this sec-
sign a lower drop probability to thgellow packets compared tion, we briefly discuss how to select these parameters and their
to thered packets, so that thgellow packets will be protected impact on the performance of REDP.
during network congestion. Thus, the core router needs to sup?y, andMAX,.,., are two parameters which determine the
port three drop precedenc&xeenpackets have the lowest dropfairness of the demotion process.Zlf = 0, the demotion is
probability and theed packets have the highest. The three drogame as the demotion of a leaky bucket marker. In order to en-
precedences are supported through a similar way as RIO immare enough randomness for the demotion pro&@ssieed to
mentation except that we have three sets of RED parameterfe large enough. However, increasifig may result in a larger

In our simulation, we choose the parametersréatpackets &, which will increase the maximum burst size of the output
asmin,.q = 20, max,..q = 35, Pmax,.q = 0.5, the pa- traffic. So we should select an appropridie so that we can
rameters foyellow packets asnin, e, = 35, maxye0 = have both good fairness and acceptable burst size.

VI. PARAMETER SENSITIVITY
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with more flows. We use a simulation topology similar to the

) e—a MAXdemo = 0.3 . .
100 7\ oro MAXdOMO = 0.5 one shownin Fig. 5, except that now we have ten hosts, H1-H10,
90 | % o ---o MAXdeom = 1.0

standard deviation (kbps)

connected to the edge router ER. In our first simulation, we have
10 UDP sources starting from H1 to H10, respectively. All of
the ten flows sink at CR2. The sending rate of the ten flows are
0.79,0.73,0.53, 0.61, 0.67, 1.0, 1.0, 1.0, 1.0, and 1.0 Mb/s, re-
spectively. However, only 0.5 Mb/s of each flow is marked ini-
tially. So a total of 5 Mb/s marked packets enter ER. At ER, we
can only mark 3 Mb/s packets, the remaining 2 Mb/s should be
demoted. The link capacity between CR1 and CR2 is setto 3

20 Ve Mb/s, so that all of the unmarked packets will be dropped. Ide-
10 el g o ally, each flow will get 300 kb/s throughput if the REDP marker
0 s shbll o is 100% fair. Fig. 13(a) shows the fairness under diffetEnt

0 5 10 - (plikets) 20 2 andMAX  .mo vValues. Results in Fig. 13(a) we are very similar

to those shown in Fig. 12. FOMAX yemo = 0.5, 1.0, T, = 15
or 20 is enough. Further increaselip has negligible impact on
the degree of fairness.

The range oMAX ., is between 0 and 1. 1A X o = For the results shown in Fig_. 13(b), we c_hange_ the_ten UDP
0, agreenpacket will not get demoted until the bucket runs oltoWs t© ten TCP flows. Similar to the simulation in Sec-
of tokens. So the demotion in REDP will become same as tHg" 'V-A-2, we let the rounditrip time of each flow be 26, 28,
demotion of a leaky bucket marker. Siri&g could not be set 26 28 ms. .., in order to show the phase effect of TCP flows.
very large, selecting a large enouyPAX y.,.., could improve WhenT;, = 0, the standard deviation of the ten flows is about
the utilization of thedemotion regionthereby improving the &3 KP/S. Increasing the value 8}, to 10 decreases the standard
randomness of demotion. deviation tq a value betwegn 20 anq 30. Eurther mcreeiEmg _
could only increase the fairness a little bit. It seems that it is
more difficult to improve the fairness of TCP flows than that
of the UDP flows. This is so because of the flow control and

Fig. 12 shows the fairness of demotion under differdi,( congestion control algorithm of TCP, as discussed earlier in
MAX4emo) Selections, where the unit @f, is in packets. We Section IV-A-2. However, REDP marker does remove some
have used the topology shown in Fig. 5 for the simulation, bof the phase effect of TCP flows. Another observation from
with a varying set of {1, MAX4.mo). The overall demotion Fig. 13(b) is that for the TCP flows the degree of fairness seems
ratio is set to 40%. Ideally, each UDP flow should have 200 kbis be insensitive to the value MAX ;... A mixture of TCP
greenpackets demoted and 300 kb/s forwarded. In the simulaand UDP flows may be even more complicated. According to
tion, we fix the bucket sizé = 60 and changd, from 0-30. the study in [19], mixing TCP and UDP traffic in the same AF
ThreeMAX ..., values, 0.3, 0.5, and 1.0, are used in the simglass will have many problems and may not be fair to either.
lation. Fig. 12 plots the standard deviation of the throughput EDP won't be able to resolve this problem. Probably using
the four UDP flows for different values dflAX,.,,, with re- two AF classes to isolate UDP and TCP traffics may be a
spect toly,. The standard deviation of the throughputs defindsetter idea.
the degree of fairness. The smaller the standard deviation, the
fairer is the demotion. The following inferences could be des. Parameter Selection
rived from Fig. 12.

Fig. 12. Demotion fairness (4 UDP flows).

A. Using Four UDP Flows

Based on the observations from the above simulations, we
* For all threeMAX ., values, the fairness improves withsuggest thaM AX ..., andZ7, should be set reasonably high.
the increase i’’r,. However, wheril;, >=15, the fair- The process of promotion is symmetrical to that of demotion.
ness improvement becomes very sloviasncreases. So So we could choose— Ty = 71, M AXpromo = MAX gemmo-
17, = 15 seems enough. This is also the valuelgfwe (7} — 77,) determines the size of thmlanced regiopwhich
have used in the former simultaions. also should be selected large enough. Iftaéanced regioris
* Forthe same value @f;,, Maxemo = 0.5, 1.0 have better too small, the leaky bucket may oscillate betweendémotion
fairness compared t™MA X, = 0.3, because a large region and thepromotion region This may cause unnecessary
enoughMAX e, value could improve the utilization of demotion and promotion. Again, lar§&;; — 77,) may increase
the demotion region the bucket sizé, and will also delay the demotion and promo-
tion processes. Itis hard to configure a simple simulation to de-
B. Using More UDP and TCP Flows termine the best value f¢fly — 77.). However, from our sim-

So far, we have only used 4 TCP or UDP flows in all of thglation experiences, we findy — 17) = 10 performs pretty
simulations to show the fairness of our REDP marker. In the fcﬁ—OOd' These d|s_cu35|ons may provide broad guidelines for pa-
o ; . rameters selection.
lowing simulation we will use more flows to study the parameter
sensitivity. It will also show that the REDP marker scales well SIETF has defined four classes for AF.
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Fig. 13. Demotion fairness with more flows.
VIl. CONCLUDING REMARKS [4]

In the previously proposed studies of differentiated services
in the Internet, the marking models in the edge routers demote
packets when the available bandwidth is inadequate for the®
aggregate traffic flow. The demoted packets retain their news)
marking across all the domains they travel before reaching their
destination. In this paper, a new approach for supporting differ-7,
entiated services in the Internet is presented. A random early
demotion and promotion (REDP) scheme is proposed that can b&l
used for supporting differentiated services through an efficient
marking process at the edge routers (the routers between thig]
Internet domains). The primary features of the proposed REDP
scheme are the provision of promotion of packets after getting g,
demoted, and the fairness in the promotion and demotion pro-
cesses. The promotion process is facilitated through a three-col B
marking process. The fairness is ensured through random aipg
early decisions on the packets. We have simulated the REDP
scheme using thes2 simulator. Results indicate that the marker [13]
of the REDP scheme is very fair compared to a leaky buckef 4
marker. The performance in terms of bandwidth allocation for
assured trafficis significantly better than the leaky bucket and th&®]
previously proposed RIO scheme that uses a two-color markingeg)
scheme. The benefits of REDP can be greatly exploited during
temporary and isolated over or under subscription in the Internefﬂ]
We have also analyzed the benefits of promotion by using three
drop precedences instead of two drop precedences, and hd¥el
shown thatthe assured service gets better service guarantees with
three drop precedences compared to the two drop precedencgs;
All the results were obtained for both TCP and UDP traffics to
demonstrate the wide applicability of the results and the REDP
scheme. A parameter sensitivity study is also reported, results of
which could be used as guidelines in determining the parameters
for the REDP markers.
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