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Two Suboptimal Algorithms for Downlink
Beamforming in FDD DS-CDMA Mobile Radio

Ying-Chang Liang Senior Member, IEEEand Francois Chin

~ Abstract—Two suboptimal algorithms are proposed for down- be required. Traditional methods for downlink beamforming
link beamforming in FDD DS-CDMA mobile radio by using uplink  consist of two steps: 1) estimating instantaneous or statistical
beamforming weights. One is a null-constrained method, which downlink channel responses and 2) computing downlink beam-

maintains the same null positions for both uplink and downlink f . ights. So far. th literat deali ith
beam patterns; the other is a frequency-calibrated method which orming weights. oo 1ar, there are many literatures dealing wi

constrains the same main beam positions for both patterns. We these two steps. Specifically, uplink and downlink channel re-
also evaluate the multicell downlink capacity of DS-CDMA systems sponses are reciprocal for time-division-duplex (TDD) mode if
using per-user-per-weight beamforming scheme. Outer cell inter- the dwell time is small. For frequency-division-duplex (FDD)
ference is modeled as an AWGN process whose variance is propor-ma e however, both links use different carrier frequencies, thus

tional to the average intracell total tranmitted power. Computer the t . inth two link ind dent. Theref
simulations are given to compare the single cell and multicell ca- € ransmissions 1N ese wo lINKS are Inaependent. ThErCIoNe,

pacities using different downlink beamforming weight generation Probing-feedback approach is used to estimate instantaneous

algorithms. downlink channel responses [17]; or DOA-based approach [6],
Index Terms—Adaptive beamforming, code division multiple ac- [15] or frequency'c""_”brated (FC) approach [1_2] iS. used to ob-

cess, frequency calibration, frequency division duplex, power con- tain statistical downlink channel responses. It is pointed out that

trol. the FC approach is a promising technique for estimating statis-
tical downlink channel responses as it does not require to esti-
mate DOAs.
|. INTRODUCTION

If downlink channel responses are available, Rashid-Farrokhi
IDEBAND DIRECT SEQUENCE code division mul- et al. [4] proposed a virtual uplink beamforming and power
tiple access (DS-CDMA) has been adopted as a radiontrol technique (V-UBPCT) to generate downlink beam-
access technology for third generation mobile communicatiésrming weights by converting downlink beamforming problem
systems due to its high system capacity and its flexibility tmto a virtual uplink problem. For CDMA systems, however,
support a variety of voice and data services. The combinatidownlink beamforming problem does not correspond to a
of spatial division multiple access (SDMA) and power contra@olvablevirtual uplink one if MAI and IFI due to multi-delay
can provide improved capacity for DS-CDMA systems [1]-[4]paths are well considered. To solve this problem, Liahal.
For example, maximal ratio combining (MRC) based weiglgroposed a modified V-UBPCT [11] by taking care of the IFI
generation and power-based power control are proposedaitd MAI due to multidelay paths and orthogonality of downlink
[1]; minimum mean squared error-based (MMSE) weighjodes. In [11], we also considered multirate CDMA systems.
generation and signal-to-interference ratio-based (SIR) povilie V-UBPCT method of [11] is based on the criterion of
control are proposed for CDMA without multidelay paths iminimizing the total transmitted power while maintaining the
[2] and with multidelay paths in [4]. In [10], we proposed &IR requirements, which is physically meaningful from the
uplink beamforming and power control technique (UBPCTNiewpoint of minimizing the interference pollution to the outer
to generate uplink beamforming weights for multirate CDMAsells, thus of increasing the multicell capacity. From power
with beamformer/Rake combiner two-stage structure. UBPCJontrol point of view, the downlink beamforming algorithms
which takes care of multiple access interference (MAI) arig [14] and [18]-[20], which are based on fixed transmitted
interfinger interference (IFI) due to multidelay paths, genepowers, are not self-complete algorithms.
ates uplink beamforming weights by minimizing all users’ Even though much progress has been made for both steps
transmitted powers individually while maintaining the SIRn traditional downlink beamforming methods, we explore in
requirement, thereby yields optimal solution in terms of powetiis paper the possibility of generating downlink beamforming
consumption as well as capacity enhancement. weights from a completely different way. In fact, since uplink
In practice, it is also desirable to improve downlink perforseamforming weights are ready information at the base station,
mance; and in fact, downlink performance is even more inye try to generate downlink beamforming weights by modifying
portant for the future communication systems in which wiresplink ones for FDD DS-CDMA systems.
less internet, video-on-demand and multimedia services are td.et us compare the optimal solutions for uplink and down-
link beamforming. Fig. 1 shows per-user-per-weight (PUPW)
uplink beamforming scheme [10], with which the matched filter
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ef}}c link beamforming and power control problem in which single
yﬁ])c’p(n) A\ cell and multiple cell cases are considered. In Section 1V, single
—_— w cell and multiple cell downlink capacities are considered by
using downlink beamforming and power control technique. Sec-

tion V compares real and virtual UBPCTs, and propose two

suboptimal algorithms for generating downlink beamforming

Wk : /4_\ o) weights. Computer simulation results are given in Section VI to

' N evaluate the multicell capacities for different downlink beam-

(L forming algorithms. Finally, conclusions are drawn in Section

o /LM Vil
yu,k,p(")
KX/ [I. SYSTEM DESCRIPTION

SupposeN mobile users share the same sector in which a
M-element uniform linear array (ULA) is equipped. Narrow-
band signals are first spread to wideband signals using different
) ) ) o spreading codes, then transmitted to the desired user. For up-
users; while Rake combined is employed to maximize instafsk  signals received at base station antenna array are passed
taneous signal-to-interference noise ratio (SINR). Since fasty an adaptive beamformer, followed by a Rake receiver for
transmit power control is used in practice, the average powlsherent detection. For downlink, signals to be transmitted are
for all users tend to be constant. Thus, the optimal uplinfsi muyltiplexed at the base station antenna array, then trans-
beamforming weights are dependent on the DOAs and constafied through physical channels; while at mobile terminals,

received powers of all users. For downlink, a PUPW downlinkaye receivers are employed in order to coherently detect the
beamformer is equipped at the base station [11], [15], ahgtormation signal.

a normal Rake receiver is equipped at the mobile terminal.

By converting downlink beamforming problem into a virtuajp, Uplink and Downlink Signal Spreading
uplink one, the optimal downlink beamforming weights are
also functions of DOAs and constawittual received powers
of all users. It is seen that both optimal uplink and downlin
beamforming weights are functions of DOAs of all user

Fig. 1. PUPW uplink beamforming scheme.

In uplink, only long random spreading is used for basic data
[(ate users; while for high data rate users, the data sequences
Sare first converted to several parallel basic rate data streams,
%ith each of them spread by different orthogonal short spreading

which are the same for both links. Therefore, it is possible d th d b domized b |

enerate downlink beamforming weights by modifying uplinﬁequences and t en summec up t_o € randomized by a fong
ger random sequence with the same chip rate as the basic rate users.
weights for FDD systems. Two new methods are propose,ﬁgl

. . o ecifically, suppose uséris with normalized data rate, (%),
nulligonstramed (NC) method, wh|ch.ma|nta|ns the sam.e n ff)ﬂch is the ratio of thé:ith user’s uplink data rate to the basic
positions for both uplink and downlink beam patterns; an

frequency calibrated (FC) method, which constrains the sam%ta rate. Ifr, (k) # 1, thekth received signal at the base station

s (R) 1) ()20 7
main beam positions for both beam patterns. 'S(,‘j“”“(t) = VPuk Zq’=(1 : dff}c(t)cgf}c(t)j wh.eredg)c(t) and.

Since the optimal uplink and downlink weights are also funés x(t) are the data signal and spreading signal, respectively;
tions of constant received powers in uplink and constant vifx.» the average received power for one code channel offuser
tual received powers in downlink, which could be different fof he basic processing gainds.
both links due to possibly asymmetric traffic, asynchronous re-In downlink, the basic data rate users are first spread by dif-
ception and random codes/synchronous transmission and f§fent orthogonal short spreading codes, and then summed up to
thogonal codes in uplink/downlink, the optimal downlink beame randomized by the same long random sequence with the same
forming weights could not be generated from uplink weight‘éhip rate as the orthogonal spreading sequences. For high data
completely. Therefore, the new algorithms are referred to as stite users, the data sequences are first converted to several par-
optimal methods. However, compared with the optimal solutigHlel basic rate data streams, with each of which spread by dif-
which requires complicated computations, the new algorithrffent orthogonal short spreading sequences and then summed
are simpler for implementation. up to be randomized by the long scrambling sequence.

Another objective of this paper is to propose a method for SUPPose usek is with normalized data rate;(k), which is
evaluating multicell capacity of a multirate DS-CDMA systenthe ratio of thekth user’s downlink data rate to the basic data
with base station antenna array using joint beamforming aff€- Letd]).() andé) () be the data signal and spreading
power control technique. Outer cell interference is model&dgnal of thekth user'sjth code channel, respectively, afg
as an additive white Gaussian noise (AWGN) process who§i¢ average transmitted signal power for one code channel of
variance is proportional to the average intracell total tranmittéter k. The kth signal to be transmitted to mobile useris
power. A new simple method is proposed for evaluating(t) = v/Pax 3,20 dfz{;)c(t)éff,i(t), fork=1,...,N.
downlink multicell capacity. With the new method, it is able to
compare different downlink beamforming algorithms. B. Channel Models

This paper is organized as follows. In Section I, the uplink A discrete time delay wide sense stationary uncorrelated
and downlink system models are given. Section Il studies ugeattering (WSSUS) model is employed to represent the
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channel [7], [13]. Specifically, due to reflections by obstacle®ote «v,, ;(¢t) = K., 1. :(t), wherek,, , is the combined up-

many propagation paths with different time delays are creatdittk shadowing and path loss parameter for useandc,, ;(t)

A DS-CDMA receiver resolves the multipath into several delagccounts for uplink fast fading effect. Here, we assume that the

paths having discrete time delays which equal to the multiplB8DAs are time-invariant, which is reasonable since the change

of the spreading sequence chip duratignThe resolved delay in direction of the mobile with respect to the base station is

path with time delay- represents a group of multipath componegligible during a small observation time, such as several time

nents having delays over the interfal— 7../2, 7 + 1../2]. For  slots.

uplink, the received signal at the base station can be written inFor FDD systems, according to reciprocal law, only the DOAs

a vector form as remain unchanged for uplink and downlink transmissions [16].
Thus, the downlink channel response can be written as

N Lg
x(t) = b (B)sur (t—78) +n(t 1 »
()= X3 B0 (= h) +ut) @ 0 = S nns (1) (4)
where =
Ly, number of resolvable delay paths of uger where
n'") (#) ith delay path channel response and time delay of,(69) =1 J2mEsin(@ )/ Aa i2Am—1)m Sin("il,z-)//\d]T
anlij userk, respectively; i ’ T
Til is the downlink steering vector at DOB,El)i. Here )y is the

n(t) receiver background noise vector, each element @bwnlink wavelengthog ;(t) = Kd,k&d,i(t) is the complex
which is an independent AWGN with one-sidetath strength of the signal leaving for thth DOA with K,
spectrum densityo. being the combined downlink shadowing and path loss param-

For downlink, letw,; denote the downlink beamformingeter for userk, andéy ;(t) accounts for downlink fast fading
weight vector for user;, and assume mobile users have theffect.
same number of uplink and downlink delay paths. The received

signal at mobile uset is given by l1l. UPLINK BEAMFORMING AND POWER CONTROL
N L A. Single-Cell Environment
. _ H 1) @ . s
ri(t) = Z de,jhd,k(t)sd,j (t - Td,k) +u(t) (2 Denote~, as the required SIR valup,g,,) the power vector
j=11=1 which consists of the received powers normalized by the back-

@ 0 ) round noise power density. The optimal uplink weight and
whereh, ; (#) andr, ;, denote the downlink channel vector ar‘cgower vectors can be determined via joint uplink beamforming
time delay corresponding to tiih delay path of uset, respec- gng power control technique (UBPCT) [2], [10]. For PUPW

tively; anduy (¢) is AWGN received at mobilé. We assume the beamforming scheme, given the converged beamforming

one-sided spectrum density @f(?) is Nqx- weights,w, 1, ..., w,_ v, the power vector can be determined
To establish uplink and downlink channel models mathemay; [10]

ically, we use two parameters to describe each delay path: nom-

inal DOA and angular spread. For example, for usgfith delay (I — ,qu&s)) p®) = y,gl (5)
path, if the nominal DOA i:@;ﬁl) and the angular spreadzis(f),

then the DOA's of the multipath components for that delay pathich yields

are uniformly distributed ove\” — AV /2, 6 + AL /2], We 1

also use angular separaticfy, to describe the distribution of Py = (I - ’Vquf)) g (6)
the nominal DOAs for all delay paths of userSpecifically, the

nominal DOAS,Q_,(CI)S, are assumed to be uniformly distributedNe"®

over[Il — /2,11 + Z;, /2], with IT uniformly distributed over pl®) = [P,(SI)T/NO, o P(SJ)VT/NO]T
the possible DOAs, sdy-7 /3, 7 /3], if each cell is divided into © L “
three sectors. () — 2 H 1,0 12
Let us consider uset’s Ith delay path, and denote b (Fwvul )/(;M“’l wil)s-e
9,&{)1 < 9,51)2 < < 9,(30 as the DOAs for the In T
multlpath components of _that dela_\y_ path. The uplink (W 2)/(2 |W’517Nhil)N 2
steering vector,a,(#) for signals arriving from DOA# — :
is: au(e) — [1’ ej27TZ sin(8)/ A, - 76j2(n1,—1)7rzsin(0)/)\u]T, =
wherez is antenna spacing, and, is uplink wavelength. By and
denotingw,, ;(¢t) as the complex path strength of the signal ‘ S | oo |3
coming from theith DOA, it is seen that the uplink channel T“éf) 1- cl el | ifi=
response is given by [F,(s)} - (ZZL; wil h(), )
z 3 1 ] @ DAl | if i # j
B0, (8) = > awiau (61)) @3) ¢ 3 win) ‘

i—1 ’ (7
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The average total received power at the base station is giveWhen both sm le- and multiple-cell have the same number of

by usersP(m) Usually,P}"; has a maximum valué, o,
©) T say 30 dB. From (9) a more strict condition should be satisfied
P =E [1 Rupgﬂ — o fi® 8)
pe o _Gluo
< M P 1)
where 7 = E[TR,I — 7, FS)~1gd] with R, = G+ culuo
diag[r ( ) -, ru(N)], and B[ -] represents statistical expec-Therefore, for multiple-cell case, the system capacity is deter-
tation over DOA. mined by the maximum number of users with which the cor-

For uplink, power constraintis specified for each mobile usggsponding single cell average total received power is less than
The system capacity can be evaluated by determining the max-

imum number of users with which the outage probability is less

than certain value, say 0.01, given a certain power constraint. |\/ powNLINK BEAMEORMING AND POWER CONTROL
By outage probability, we mean the probability with which the

maximum achievable SIR value is less than the prescribed R Single-Cell Environment

value. In downlink, beamforming is implemented at the base sta-
) ) tion, and the beamforming weights should be predetermined. In
B. Multiple-Cell Environment [11], iterative virtual power weighted (IVPW) or virtual power

In this subsection, we extend the single-cell results into mwkeighted (VPW) algorithms were proposed to realize virtual
tiple-cell environment. The main idea involved with the analJBPCT. In the next section, we will also propose two subop-
ysis is that while the received powers at the base station frdéimal algorithms to generate downlink beamforming weights.
the users within the own cell is specific in the sense that theyDenotepff) as the downlink power vector consisting of the
are dependent on the given spatial distribution of users withimnsmitted powers normalized by the background noise power
the same cell, the overall interference power from intercells density as seen at the cell boundary, agdhe required SIR
almost constant as it is a statistical value. We model the intercedllue. Once downlink beamforming weights are determined,
interference as an AWGN process whose power (normalizedfagt transmit power technique [5] can be used to adjust the
background noise power density) is proportional to the averagansmit powers while maintaining the SIR requirements.
intracell interference power, denoted Bé ) Here, P("’) is Mathematically, the downlink power vector can also be deter-
also normalized by the background noise power den5|ty Thened by [11]
proportional coefficiente,, is dependent on the distance-de-
pendent path loss decay law index,standard deviation of the (I - ’Ydef)) & = gl (12)
shadowing effecty, as well as multipath fading and power con-
trol error. When multipath fading and power control error arghe
neglectedg, = 0.57 for &« = 4 ando = 8 [9]. In Appendix A, (8) _ rp—a (s) —ap(s) T
it is shown that the intracell interference power is given by Py = [R7F T/NO’ v BT T/ No)

s {
oGP gy = |((di/R) Z| wih{) ), .
Pr=——15 9)
G- CUPT . In T
. a H @ 2
In order to keepP(m) as a positive valueP(S) should satisfy ((dn/B) )/(; [Wa,nvha/v[%)

the following condition
G and, see (13) at the bottom of the page, withbeing the dis-
(s)

Py < — =P, (10) tance between the base station and/itieuser; & the cell ra-

T G dius. Here we have assumed that the AWGN noise powers are
which means that the single-cell average total received povestual for every | mobile users and ignored the shadowing effect.
should be less than a predetermined consfant,, in order for From (12),p,;” is DOA and distance dependent. The average
the multiple-cell systems to support the same number of uséogal transmitted power seen at the cell boundary is given by
for each sector. Whe@ = 16, P, . = 14.26 dB for ¢,, = 0.6, ) . ) ()
andP, ., = 16.02dB forc, = 0.4. Pry=F [1 Rup, } =aity Er (14)

(i) - EZL;I| H_h(z>|4

G I o 2 if i = J
|:F(S):| 21:1 @, 71 &, (13)
d |. .
2% Li H |2 Li H 1, (D H @
ra(j) Do Wb _ wai g | djhdz if i
G L; EEROIE I, ?
> |wi ) (Ez i B )
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whereE, = E[(r/R)*] = 2/(a + 2) (Note:p(r) = 2r/R?), TABLE |
/TL&S) _ E[lTRd(I _ 'VdFE;))_lgdS)] with Ry = diag[m(l), P, . VALUES (IN dB) WITH RESPECT TODIFFERENT P,; ¢SAND ¢4S:av = 4.0

~(s 1 { N
Lra(N)] andgl) = [1/(0 0 [wi bGP, 100

(ca,G) | Pso=10dB | Pyo=20dB | Pso=30dB | Pyo=40dB | Pyo =0

H 1, 27
|Wd7th7N )] ' . - (0.6,16) 6.7264 9.1186 9.4500 9.4846 9.4885
For downlink, power constraint is specified for total trans-—— : : : : '
mitted power (normalized by the background noise spectrui_(9-5,16) | 7.1276 9.8401 102342 102757 | 10.2803
density) provided by the base station. The system capacity ¢ (0.4,16) 7.5606 10.7058 111919 11.2436 | 11.2404
be gvaluated by determining th'e maximum number of userswi- g3 16, | 80618 11.7881 12.4292 124911 | 12.4988
which the outage probability is equal to a certain value, sa
. . . . (0.2,16) 8.6170 13.2331 14.1454 14.2481 14.2597
0.01, given a certain power constraint value. For single-cell cas
we may try to maximize the maximum achievable SINR value (06128 | 94286 16.1866 182210 184886 | 185194
such that the systems can support more and more users. Meth (05,128) | 9.5187 16.6317 18.9556 192743 | 193112
for doing this need not consider too much about the power col (g.4,128) | 9.6108 17.1276 19.8401 20.9342 20.2803
straint as the background noise power can be neglected. 03.128) | o100 Jpp— 20,9522 14683 | 215907
(0.2,128) 9.8011 18.3305 22.4508 23.1989 23.2906

B. Multiple-Cell Environment

1) Outer Cell Interference:For multiple-cell systems,

although each outer cell may have different total tr_ansmittegse, since the noise power is relatively small, the outage
power due to randomness of the DOAs and path distancesp@bbability without power constraint will approach that with
its own users, the total intercell interference seen at the Speci@%\tively larger power constraint, say 20 dB. However, for
cell may be considered as an AWGN process whose varianggltiple-cell case, since the noise power is relatively larger than
is proport|or(1al) to the average intracell interference powehat in single—cell case, to achieve same outage probability,
m . . . . . . .

denoted ag”;. ;. Different from uplink case, each mobile usethe required power constraint for multiple-cell case will be
right here receives intercell interference with different powerguch larger than that for single—cell case. Therefore, power
(8], ka}fZ), wherev, = Rg, Zf\;flR;Lx with Ry being constraint should be considered in determining multiple-cell
the distance between the specific mobile user and its own basgacity of DS-CDMA systems.

station, R; ;s the distances between the specific user to othertpe algorithm for determining downlink multicell capacity

outer cell base stations. _ _ consists of the following steps.
In Appendix B, it is shown that the average intracell interfer-

ence power is given by (1.1) Calculate single cell average total transmitted powers,
Pffls, using Monte Carlo simulations for different number
GE.P® of users;
T Td (15) (1.2) Compute multiple-cell average total transmitted powers,
Y GE, - Py Pis via (15).

(1.3) Perform Monte Carlo simulations to obtain statistics of
wherecy = Efvi]. In order to kee ,}"('1) as a positive value, total transmitted powera’?ém)s, using (23) in Appendix
PL?) should satisfy the following condition B, for different DOAs and distances.

: (1.4) Calculate outage probabilitf,, = Pr{P,” > Pyo}
GE. for given power constraintdy; oS.
L= Pioo (16) (1.5) Determine system capacity with respect to different power
constraints.

P <

More strictly, for downlink transmission, the total transmitted There are two ways to simplify the simulation complexity.
power seen at the cell boundary has a lirfi,o, ie., P <

X ) »-Td = First, in step (1.1), for given number of useB}S()l is the av-
Fa,0- Therefore, in order for multicell cases to satisfy the samg, e total transmitted power over the random variables, DOA
power constraint, the maximum single cell average total A% distance. Denoﬂéff()l as the average total transmitted power
mitted power should satisfy over the random variable DOA when all users are along the cell
() _ p p®
GE,Pyo boundary. From (14), we have;; = E,. Py ;. Therefore, only

PY) <« Z2mE0  _p,, (17) P needs to be evaluated. Second, in step (1.3), as the down-
’ GE, 4+ cqaPyo T K R .
’ link beamforming weights are independent of the path losses
Table | showsP,, . values with respect to differet; os andeys  [15], we may first vary the DOAs and sét = R for all ks, and
for G = 16 andG = 128. computeFff) in (23) in Appendix B, then vary the distances
2) Downlink  Multiple-Cell  Capacity Determination to generat%f]") in (23), thus obtain th@f]”) for that specific
Method: If power constraint is not added, single- and mulset of DOAs and distances. Therefore, for a given set of DOAS,
tiple-cell cases may yield same outage probability when sam@ny (say 1000) total transmitted powers are obtained, which
number of users is considered. This is not the case wham dependent on different combination of distances; however,

power constraint is considered. Specifically, for single—cedinly oneFff) in (23) needs to be computed.
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V. DOWNLINK BEAMFORMING BY MODIFYING UPLINK R ' T ‘ ' ‘ ‘
WEIGHTS okl OO U W |
I N
In [11], V-UBPCT algorithm is developed to generate down- op s 11118
link beamforming weights. Even though V-UBPCT vyields op- N I
timal solution to downlink beamforming problem, same as other %?- bl
traditional downlink beamforming schemes, it is difficult for 3o} ] \' '
implementation in practice as it requires downlink channel re- i il
sponses and complicated computations. In this section, we first
review algorithm steps of UBPCT for uplink and V-UBPCT for o
downlink; then compare the generated beam patterns of optimal v v :
uplink and downlink weights; finally, two new downlink beam- SO R,
forming algorithms are proposed by modifying uplink weights '
for FDD DS-CDMA. T w e (éegm) oW e w
A. Algorithm Steps of Real and Virtual UBPCTs EEPZCT Generated uplink and downlink beam patterns using real and virtual
S.

First, let us examine how the optimal uplink and downlink

beamforming weights are obtained. To minimize all mobile%;sing adaptive antenna array, we consider the cases in which

transmitted powers  individually, uplink uses real UBPCY,o gystem is working in the near full capacity, or the system

method to generate uplink beamforming weights [10]; dowRy,g gome very high rate users. In those cases, on one hand,

link, however, employs virtual UBPCT method to generai§yy, nlink and downlink direct their main beams toward the
downlink beamforming weights in order to minimize the 0tg}gjreq yser. On the other hand, uplink employs nulls to null
transmitted power [11], [15]. Real and virtual UBPCTS involve, + sronger interfering users, such as high rate users; while for
the following similar iterative steps. downlink, nulls are directed to high rate users such that these
(2.1) Choose an initial real (virtual) uplink power vector; users will receive less interference pollution. In particular, the
(2.2) Compute the real (virtual) uplink weight vectors for givewriteria of putting nulls by this way are that, for uplink, all
real (virtual) uplink power vector; users’ transmitted powers are minimized individually; while
(2.3) Adjust the real (virtual) uplink power vector for given reafor downlink, the total transmitted power is minimized in order
(virtual) uplink weight vectors; for all users to work in the prescribed SINR values. Therefore,
(2.4) Update (2.2) and (2.3) until the power and weight vectofsr symmetric traffic environment, both links’' patterns put
are converged. common nulls at the high rate users, while maintain the same

In real UBPCT, the real uplink channel responses are involvBt!" beams. . )
in the adaptive process. In virtual UBPCT, however, the down- F19- 2 shows the generated uplink and downlink beam pat-
link channel responses are set to be the virtual uplink channel {&nS using real and virtual UBPCTS, respectively. Here, user 1
sponses, and the generated virtual uplink beamforming weightdhe interesting user, the other 19 users are interfering users,
are used as the real downlink beamforming weights. In ste?%dfu = 1.8 GHz, fy = 2.0 GHz, and the processing gain is
(2.2) and (2.3), orthogonality of downlink codes has been con®: These beam patterns are obtained by increasing the target
sidered for virtual UBPCT. However, when the number of muPIR to certain value, which is also equivalent to increase the
tipaths becomes large, or the orthogonality of downlink codestfd@! user number. Itis seen that both links have very near posi-
ignored, the real UBPCT is actually the counterpart of the vifons for both main beams and nulls.

tual UBPCT.

C. Downlink Beamforming by Modifying Uplink
B. Beam Pattern Comparison Weights for FDD

Let us compare the uplink and downlink beam pat- In view of the similarities between the generated beam pat-
terns generated by the real and virtual UBPCTs. Deéerns using real and virtual UBPCTs, downlink beamforming
note w,r = [wyr(l),...,w,x(M)]¥ and wyqr = weights can be generated by modifying uplink beamforming
[war(1),...,war(M)]* as, respectively, the convergedveights. Two suboptimal algorithms are proposed to constrain
uplink and downlink beamforming weight vectors for theéhe same positions for nulls and main beams: NC algorithm,
kth user. Although the generated uplink beam responsehich maintains the same null positions for both uplink and
P, (60) = |wy ra,(0)]%, is not always equal to the generatedlownlink beam patterns, and FC algorithm, which constrains
downlink one,P;.(8) = |waraq(6)]?, at every DOA, these same main beam position for both beam patterns. Since uplink
two responses do have some similarities, especially for theamforming weights are ready information at the base station
main beam and null positions, which are of vital importance f¢8], the new algorithms are easy for implementation.
both links. As we are more concerned about how to increasel) NC Algorithm: The NC algorithm consists of the fol-
the system capacity or how to support more high rate uséosving steps.
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Fig. 3. Generated beam patterns using NC method. Fig. 4. Generated beam patterns using FC method.

(3.1) Determine the uplink beam pattern’s nukis,.(i),i = (4.1) Construct uplink Igveight covariance matrix (pWCM):
1,..., M—1,using the polynomial formed fromthe uplink ~ Qux = (1/P) > ;_; wur(i)w[,(¢), where P is the

weights: number of samples;
u (4.2) Estimate downlink weight covariance matrix (DWCM),
N —it1 Qd,k;
Z wu b (1)2 (4.3) Compute the principal eigenvector of DIWCM, and set it as
=1

- 1 M 1 the downlink beamforming weight vector.
= wu k(D = 2up(1)277) - (1= 20 k(M = 1)277) In step (4.2), for uniform linear array, a fast computation
(18) method exists for estimating DWCM if the UWCM and DWCM

. ) (r)
(3.2) Transform the phase components of the uplink beam p%E? made to be Toeplitz. Denaﬁé}k ande, ; as the real part of

tern’s nulls, and obtain the phase components of dowf€ first column ofQ,, ;. andQq,, respectivelyqsz)k andqc(;,)k
link beam pattern’s nulls agq; = (fu/fu)bui, where S the imaginary part of the first column (excluding the first el-

Zun(i) = Ay k(i)equu,k(f,), fori=1,...,M — 1. ement) ofQ,, , andQg x, respectively. Then, we have
(3.3) Construct the downlink beam pattern’s nulls as ) _ (r) @) _n. @
zan(l) = Agp(D)eir@ with Agu(i) = Agr(d) A = Bra, ) and q) = Biq, (20)
or simply Ay (i) = 1fori =1,... .M — 1. Here B, andB; are called FC matrices, which are dependent on

(3.4) Construct the downlink beamforming weight vector:  yplink and downlink carrier frequencies, geometry of base sta-
M tion antenna array and cell sectorization. Please refer to [12] for
Z wa (d)z T some examples of FC matrices. Fig. 4 shows an example of gen-
= erated downlink beam patterns using FC method and D-MMSE
= war(1)(1 - 24 k(l)z—l) (1= (M — 1)2—1) method. It is pointed out that the generated downlink weight
' ' ’ vector via FC algorithm is equivalent to the downlink steering
(19) vector whose DOA is equal to the maximum point of the uplink

Fig. 3 shows an example of generated uplink beam patté)rﬁa.m pattern. Therefore, FC algorithm is also called peak con-
by UBPCT, denoted as MMSE (up), and generated downlir?lyamed (PC) method.
beam patterns using NC-MMSE and D-MMSE methods. Here,
NC-MMSE modifies uplink weights for downlink using NC
method; while D-MMSE uses uplink weights for downlink di-
rectly. The NC algorithm keeps same null positions for both up- Computer simulations were carried out to evaluate the ca-
link and downlink beam patterns. It is expected that NC algpacity of DS-CDMA systems with antenna array via PUPW
rithm is powerful for capacity enhancement for single cell, synibeamformer. A six-element ULA is equipped for each sector
metric traffic environments. However, for asymmetric traffic enthree sectors per cell). Macrocell systems are considered in
vironment, the NC algorithm may be far away from the optimathich the angular separation between each delay path of the
solution. same user is withid0°, and the angular spread for each delay
2) FC Algorithm: In [12], frequency calibrated algorithm path is1°. Each user is with two delay paths and the processing
was proposed to estimate downlink channel covariance matgain isG = 16. The required SIR threshold is chosen to be
(DCCM) for FDD systems using uplink channel covariance mag, o = va,0 = 6.8 dB. We also choosg, = 1.8 GHz, f; = 2.0
trix (UCCM). In this paper, we apply this algorithm to estimat&Hz and> = A\, /2.
downlink beamforming weights using uplink ones. FC algo- The following downlink beamforming algorithms are com-
rithm involves the following steps. pared.

VI. PERFORMANCE EVALUATION THROUGH COMPUTER
SIMULATIONS
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TABLE I
PL) AND PST VALUES (IN dB) FOR DIFFERENT DATA RATE DISTRIBUTION: G = 16, ¢, = 0.6

User No. 8 9 10 11 12 13 14 15

P7(‘fm)n Type 1 | 6.5766 | 7.2603 | 7.8752 | 85247 | 9.1179 | 9.6663 | 10.1254 | 10.8765

Pq(f,?l, Type 2 | 6.6513 | 7.3878 | 7.9998 | 8.6802 | 9.2438 | 9.8415 | 10.3917 | 11.0146

Pj(f;), Type 1 | 7.3883 | 8.2270 | 9.0097 | 9.8736 | 10.7047 | 11.5189 | 12.2436 | 13.5417

PJ(JZ),Type2 7.4786 | 8.3869 | 9.1723 | 10.0871 | 10.8874 | 11.7904 | 12.6860 | 13.8021

* D-MMSE/D-MRC: Uplink MMSE/MRC weights are w0
used for downlink directly.

* FC-MMSE, NC-MMSE/FC-MRC, NC-MRC: Uplink
MMSE/MRC weights are first processed via FC/NC
algorithms, then used for downlink.

o IVPW-1/VPW-1: IVPW/VPW algorithms [11] are used to
estimate downlink beamforming weights with estimated
downlink equivalent one-path channel vectors (EOCVSs)
as input.

* IVPW-T: Algorithm A in [15] is used to estimate down-
link beamforming weights with true downlink multidelay
channel vectors as input.

« IVPW-A: Uplink multidelay path vectors are used to de-
termine downlink multidelay path channel vectors via FC
algorithm, then Algorithm A in [15] is employed to esti-
mate downlink beamforming weights with the estimated (a)
downlink multidelay channel vectors as input.

Real UBPCT in [10] is used to generate uplink MMSE
weights; while uplink MRC weight vector is equal to the
principal eigenvector of the UCCM. Two types of data rate
distributions are evaluated.

» Type 1 (Symmetric TrafficlJplink data rates are chosen
to ber, (k) = 0.5, fork = 1,...,NV; downlink data rates
arerq(k) =1.0,fork=1,...,N;

» Type 2 (Asymmetric Traffic}Jplink data rates are ran-
domly chosen fron{0.1,0.2, . .., 1.0} with total data rate
SN ru(é) = 0.5N, while downlink data rates are from
{0.2,0.4,...,2.0} with 37 74(i) = N.

Table Il shows the single-cell average uplink total transmitted

outage probability £ ot

number of users.

outage probability P, ot

powers,P:ﬁS,l)L, with respect to different number of users. Using T e . numbsfg,mm R
(15), the muilticell average uplink total transmitted powers,
P}",’L), with respect to different number of users are also given (b)

in Table II. These values will be used in (21) in Appendix A

when the uplink beamforming weights are to be determined for
; ; Fig. 5. Single cell outage probability for different algorithms with respect to
multicell environment. number of users. (a) Type 1 traffic. (b) Type 2 traffic.

A. Single Cell Capacity traffic. For uplink MRC weight-based algorithms, D-MRC,

Fig. 5(a) shows the outage probability with respect tNC-MRC and FC-MRC can support 17, 16, and 16 users,
different number of users for Type 1 data rate distribution. It iespectively. Fig. 5(b) illustrates the results obtained for Type 2
seen that IVPW-1 is the best among the algorithms compareédia rate distribution. It is obvious that IVPW-1 can support 27
which can support 31 users. NC-MMSE, FC-MMSE andsers, and the uplink MMSE weight-based algorithms are still
D-MMSE can support 26, 24, and 21 users, respectivelyetter than uplink MRC weight-based algorithms. However,
showing that NC-MMSE is the best among the suboptimédr asymmetric traffic, the NC-MMSE is a little bit worse than
algorithms based on uplink MMSE weights for symmetri€C-MMSE.
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TABLE Il From the simulation results, we have the following observa-
P;Szi VALUES (IN dB) FORDIFFERENTALGORITHMS. G = 16, TYPE 1 tions.
» Centralized algorithms, IVPW-1, VPW-1, IVPW-A,
and IVPW-T, are better than the other decentralized
algorithms. Specifically, IVPW-T is the optimal solution

User No. 8 9 10 11 12 13 14 15

D-MMSE | 5.7082 | 6.4577 | 7.1165 | 7.7596 | 8.3978 | 9.0253 | 9.7216 | 10.2389

FC-MMSE | 5.2869 | 5.9860 | 6.5985 | 7.2803 | 7.8022 | 8.4821 | 9.1509 | 9.6233 in terms of system capacity enhancement and power
NC-MMSE | 5.6172 | 6.3596 | 7.0222 | 7.6667 | 8.2743 | 8.8958 | 9.5267 | 10.0525 consumption. Uplink MRC-based algorithms, D-MRC
D-MRC | 5.8256 | 6.6073 | 7.3160 | 8.0646 | 8.8289 | 9.4110 | 10.1086 | 10.8426 and FC-MRC and NC-MRC, provide smallest system

capacity among the methods compared. This is because
that these algorithms just keep the main beam of downlink
beam pattern toward the intended user (D-MRC also has
certain DOA shift), but do not consider the interference

FC-MRC | 5.3281 | 6.0842 [ 6.7924 | 7.5433 | 8.1520 | 8.8096 | 9.5578 | 10.1412
NC-MRC | 5.7275 | 6.5043 | 7.4153 | 7.9357 | 8.6187 | 9.3639 | 10.7139 | 10.8333
IVPW-1 5.2635 | 5.9553 | 6.5723 | 7.2411 | 7.8456 | 8.4129 | 9.0373 | 9.5427

VPW-1 | 5.2638 | 5.9558 | 6.5733 | 7.2792 | 7.8509 | 8.4236 | 9.0058 | 9.5779 polluted to the other users.
IVPW-A | 5.2671 | 5.9540 | 6.5725 | 7.2415 | 7.8760 | 8.4087 | 9.0412 | 9.5350 * Although different algorithms may have same system ca-
WPW-T | 52345 | 5.0951 | 6.5400 | 7.2060 | 7.8041 | 8.3684 | 8.9654 | 0.4857 pacity, the required average total transmitted powers may

be quite different. Specifically, for D-MRC and FC-MRC,
although both of them can support 13 users for Type 1 dis-
tribution, the required total transmitted power for D-MRC
is about 9.7 dB higher than that required by FC-MRC.

« FC-MMSE is the best decentralized algorithm. More
specifically, for both Type 1 and Type 2 data rate dis-
tributions, FC-MMSE can support one more user than
the other decentralized algorithms; and for same number

TABLE IV
P;Szi VALUES (IN dB) FORDIFFERENTALGORITHMS. G = 16, TYPE 2

User No. 8 9 10 11 12 13 14 15

D-MMSE | 6.0465 | 6.7927 | 8.3154 | 8.3619 | 8.9682 | 9.6390 | 10.4360 | 11.1078

FC-MMSE | 5.5984 | 6.3761 | 7.0476 [ 7.7321 | 8.4519 | 9.2730 | 9.8397 | 10.5742 of users, FC-MMSE costs less power. For examp|e’ for
NC-MMSE | 5.9684 | 6.7080 | 7.4487 | 8.2695 | 8.8611 | 9.8708 | 10.1965 | 11,0782 Type 2 andV = 12, the required power for FC-MMSE is
D-MRC | 6.1752 | 6.9413 | 7.7754 | 8.7868 | 9.4603 | 10.1757 | 10.9752 | 11.8143 about 2.4 dB less than that for NC-MMSE, and about 18

FC-MRC | 5.6894 | 6.4330 | 7.2533 | 8.2011 | 8.9074 | 9.9223 | 10.4309 | 11.1661 dB less than that for D-MRC.

NC-MRC | 6.0957 | 6.8642 | 7.7620 | 8.6762 | 9.4596 | 10.1486 | 10.8150 | 11.8134

VII. CONCLUSION
IVPW-1 5.5305 | 6.2809 | 6.9243 | 7.6208 | 8.2300 | 8.8309 9.3697 | 10.0884

VPW-1 5.5409 | 6.2874 | 6.9399 | 7.6188 | 8.2953 | 8.8690 | 9.4301 | 10.2303 In this paper’ we ha\_/e proposed tV\_IO SUbOPtimal algorithms
for generating downlink beamforming weights for FDD
DS-CDMA mobile radio. These algorithms are very simple in
implementation and computation as they just require the uplink
weights as input. Multicell capacity are also analyzed using
joint beamforming and power control scheme. Simulations
have shown that for single cell cases, NC-MMSE is better than
Tables |1l and IV show the single cell average downlink totdfC-MMSE for symmetric traffic, and similar to FC-MMSE
transmitted powersPéS()ls, with respect to different number 0ffor asymmetric traffic; while for multicell cases, FQ—MMSE is
users for Type 1 and Type 2 data rate distribution using differeh§tter than NC-MMSE, and near the optimal solution in terms
downlink beamforming algorithms, respectively. Tables V argf power consumption and mulncell capacity. When_ uplink
VI compare the required multicell average downlink total tran$t>€S MRC-based beamforming scheme, FC-MRC is much

mitted powerng’;), for Type 1 and Type 2 data rate distripy-2€tter than D-MRC and NC-MRC in terms of power consump-

tions, respectively. From Tables V and VI, it is seen that usir‘%in' F"?a"y' itis poipted Ol.Jt that NC/F.C algorithms can also

different downlink beamforming approaches, the required av- applied to downlink weight generation for TDOMA/FDMA

erage downlink total transmitted powers are quite different; zfﬁé‘sed FDD SDMA systems.

at the extreme, when the number of users is large enough, the re-

quired total transmitted power may become negative, which im- APPENDIX

plies that the system cannot support that number of users when

that particular algorithm is used. Therefore, from these tables, a

rough estimate of the system capacity can be obtained. For multiple-cell environment, we may still use joint
Further analysis is conducted for downlink multicell capacitpeamforming and power control scheme to determine the

when power constraint is considered. Fig. 6 compares the out®g@mforming weights and power vector. When the solution

probability with respect to different power constraint using difis converged, the power vector can be computed by, if same

ferent algorithms for several user numbers. The multicell cRumber of users is considered for both single- and multiple-cell

pacity results based on this figure as well as those for other u§@ges,

numbers (not given out here due to space limitations) are shown

in Table VII. (1= 7F) Bl = 7,80 (21)

IVPW-A | 5.5299 { 6.2944 | 6.9979 | 7.5888 | 8.2154 | 8.8122 | 9.3558 | 10.0696

IVPW-T | 54994 | 6.2469 | 6.8846 | 7.5522 | 8.1648 | 8.7633 | 9.2996 | 9.9875

B. Multicell Capacity

Intracell Interference for Uplink Multiple-Cell Environment
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TABLE V
REQUIREDPT(:’Y;) VALUES (IN dB) FOR DIFFERENTALGORITHMS: G = 16, ¢4 = 0.6, TYPE1

User No. 8 9 10 11 12 13 14 15

D-MMSE | 8.0648 | 9.4477 | 10.8754 | 12.5956 | 14.9326 | 18.9752 - -
FC-MMSE | 7.3633 | 8.5543 | 9.7326 | 11.2752 | 13.0126 | 15.3258 | 20.5347 -
NC-MMSE | 7.9093 | 9.2545 | 10.6546 | 12.3187 | 14.4023 | 17.8384 - -

D-MRC 8.2687 | 9.7507 | 11.3653 | 13.6002 | 17.3397 | 26.9359 - -
FC-MRC | 7.4300 | 8.7333 | 10.1414 [ 11.9679 | 13.9213 | 17.2046 - -
NC-MRC | 8.0979 | 9.5409 | 11.6222 | 13.1557 | 16.0301 | 24.8496 - -
IVPW-1 7.3257 | 8.4990 | 9.6787 | 11.1776 | 12.8629 | 15.0010 | 19.0953 -

VPW-1 7.3261 | 8.4998 | 9.6809 | 11.2725 | 12.8799 | 15.0500 | 19.1350 -
IVPW-A | 7.3315 | 8.4682 | 9.6792 | 11.1786 | 12.9602 | 14.9819 | 18.9351 -

IVPW-T | 7.2791 | 8.4448 | 9.6149 | 11.0912 | 12.7325 | 14.8018 | 18.4163 | 41.4327

TABLE VI
REQUlREDP;f’;> VALUES (IN dB) FOR DIFFERENTALGORITHMS. G = 16, ¢4 = 0.6, TYPE2

User No. 8 9 10 11 12 13 14 15

D-MMSE | 8.6641 | 10.1422 | 14.5733 | 14.7733 | 18.4413 - - -
FC-MMSE | 7.8775 | 9.2867 | 10.7135 | 12.5124 | 15.1815 | 22.4250 - -
NC-MMSE | 8.5225 | 9.9611 | 11.7108 | 14.3826 | 17.5736 - - -

D-MRC 8.9023 | 10.4710 | 12.6439 | 17.0494 | 33.0294 - - -

FC-MRC | 8.0325 | 9.3985 | 11.2078 | 14.1097 | 17.9302 - - -

NC-MRC | 8.7545 | 10.2983 | 12.6029 | 16.3568 | 31.2467 - - -

IVPW-1 7.7633 | 9.1026 | 10.4319 | 12.1859 | 14.2236 | 17.3542 | 25.0579 | -

VPW-1 7.7808 | 9.1150 | 10.4669 | 12.1804 | 14.4892 | 17.6328 | 28.1726 | -

IVPW-A | 7.7623 | 9.1284 | 10.5998 | 12.0950 | 14.1658 | 17.2226 | 24.5724 | -

IVPW-T | 7.7114 | 9.0375 ] 10.3434 | 11.9926 | 13.9699 | 16.8943 | 23.0094 | -

where B. Intracell Interference for Downlink Multiple-Cell
Environment

P = [PL(LTY)T/Nov - -7PL(LWJL\2T/N0]T If same number of users is considered for both single- and

( ) o 12 multiple-cell cases, the power control problem is given by
g = | ((cuPIV /G + D[ wur|?)/ leulh s

T (I - ’Vdef)) py" =gy (23)
(caPT) /G + D)Wy

%)

L;
2y /(S tw o
/(Z |Wu,]\‘r w, N
=1

where

The average intracell interference power can be computed byp(m) = [R‘“P(EZ”T/NO, ..., R~ “P("’)T/NO]T

d,N
Ly
m m m) m @ {

P = B17R ()| (22) &7 = (P /G + (@d/R))/(Y 1w B P,
=1

Direct calculation of (22) yield?\™ = ((c, PS")/(G) + (m) X M |2 ’

)P(S or (11). i B (onPry /G +(dn/R) )/(Z|Wd,1\fhd,N )
Tu

=1
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Pyg 20dB 30dB 40dB 0 20dB 30dB 40dB 0
Traffic Typel | Typel | Typel | Typel | Type 2 | Type 2 | Type 2 | Type 2

D-MMSE 12 13 13 13 11 12 12 12
FC-MMSE 13 14 14 14 12 13 13 13
NC-MMSE 12 13 13 13 11 12 12 12
D-MRC 10 12 13 13 10 11 12 12
FC-MRC 12 13 13 13 11 12 12 12
NC-MRC 12 13 13 13 10 11 12 12
IVPW-1 13 14 14 14 12 14 14 14
VPW-1 13 14 14 14 12 13 14 14
IVPW-A 13 14 14 14 12 14 14 14
VPW-T 13 14 14 15 12 14 14 14
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