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SWAN: A Mobile Multimedia Wird ess Network

Abstract

SWAN (Seamless Wireless ATM Network) is an experimental indoor wireless network that investigates the
combination of wireless access with multimedia networked computing in an indoor setting. It is based on
room-sized pico-cells and mobile multimedia end-points. It enables users carrying multimedia end-points such
as PDAs, laptops, and portable multimedia terminals, to seamlessly roam while accessing multimedia data
resident in a backbone wired network. The network model of SWAN consists of basestations connected by a
wired ATM backbone network, and wireless ATM last-hops to the mobile hosts. SWAN is one of the first
systems to realize the concept of awireless and mobile ATM network. Mobile hosts as well as basestations are
embedded with custom designed ATM adapter cards called FAWN (Flexible Adapter for Wireless
Networking). FAWN uses off-the-shelf 2.4 GHz ISM band radios.

After giving an overview of the SWAN network model, and discussing the challengesin making ATM wireless
and mobile, the paper describes the first phase implementation of SWAN hardware and software. This initia
implementation provides connectivity over the wireless last hop. We have investigated both native mode end-
to-end ATM communication across the wired ATM backbone and wireless ATM links, and TCP and UDP
communication using |P-over-wireless-ATM in the wireless link with |P forwarding and segmentation-
reassembly modules at the basestations. The latter mode of communication has allowed experimentation with
various readily available TCP and UDP based multimedia applications such as nv, vat etc. Typical TCP
throughput is 227 Kb/s when the raw channel bandwidth being equally divided into 312 Kb/s each in the
transmit and receive directions, while round-trip delays over the wireless hop range from 5 ms to 25 ms.
Performance metrics such as throughput, delay and delay jitter are affected by various wireless link attributes.
The paper presents experimental data that explores the relationship between performance and wireless link
attributes such as the frame size used to transfer data over the air, and the number of mobiles that are sharing
the link.




SWAN: A Mobile Multimedia Wreless Netwrk

1.0 Introduction

1.1 TowardsIntegrated Service Wireless Networks

“Anytime arywhere” information access and processing are much cherished in modern society because of
their ability to bring fl&ibility, freedom, and increasediefengy to individuals and aganizations. Businesses

can use ubiquitous information access to streamliokflow by alloving emplgees to access and update
databases, and reeeiwork orders, directly at their logicalosk site or point of service. Examples include
access of patient charts and medical data by doctors and nurses from handheld terminals, and electronic
delivery of trade orders directly to traders carryingdBdn a lisy stock gchange floar

Wireless access technolodyy providing ubiquitous and tetherless netk connectrity to mobile users, has
to some gtent already realized the vision ofyéime arywhere access in twspeciic domains: cellular eice
telepholy and wireless data nebtsks. Cellular telephone netwks hae extended the domain of circuit-
switched telephone serviceay a wireless last hop, while wireless data wek& such as WeLAN [Tuch93]
for local area, Metricons’ Ricochet for metropolitan area, and Cellular Digitatkt Data (CDPD) from
various cellular carriers for wide area do the same for users of TCP/IP data mpeatokirks.

The dgree to which wireless access has succeeded iroibe and data domains has clearly beefeift.
Despite man technical foibles, cellular telephone nerlks hae been a magk success, enying marlket
growth rates between 35 to 60 percent per year for the past decade and a subscriber baséeosméan
millions in the U.S. alone [Cox95]. Thewanature analog cellular netrk technology iswlving into digital
cellular netvorks, lov-earth orbit satellite based cellular netls, personal basestations, and wireless PBXs.
Wireless data netwrks, on the other hand, are relaty immature with a much smaller matkpenetration. A
multitude of factors are responsible for this, ranging fromw ldata rates and high cost in outdoor data
networks, to the rather chaotic standards situation and consequent user frustratigistiahéher speed
wireless local area nebsks. While the users of wireless data ratee are not quite as numerous as that for
wireless wice netvorks, their number isxpected to triple from 1995 to 1997 as wireless data owisv
become easier and cheaper to use, and mererfad and lessx@ensve mobile deices arve [Shafer95].

The state of wireless access can thus be summed as a choice between cellular telephrbsemetwoide

voice bit rates with rigid service qualitgnd wireless data netnks that look lile wired data netarks of
yesteryears with limited data rates and no notion of service qualitycent years wired netrks hae beyun

to evolve tovards intgrated service data netvks with a multimedia oriented netwk model. This is due to

the availability of user deices capable of multimedia communication (such as multimedia PCs and
workstations), and the need for serviceviers to Fexibly and eficiently multiplex multimedia connections
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in their netvorks.

The goal of SWN mobile computing evironment, being deeloped in the Netarked Computing Research
Department at Bell Laboratories, is towvdriwireless netarks tavards a similar intgrated service model. The
dream is to enable mobile corteaware multimedia services to users carrying heterogeneous portable end-
points with \arying dgrees of smartnessoFexample, in indoor settings, which is our initial focus, wantva
multimedia netwrked computing and communication system to subsume the functionality and calling models
of wireless LANs and PBXs. When depédl in a campus or anfafe, this intgrated netwrk will support
audio/video calls on wireless communicators (with services such as cadlrtbng and conferencing);
multimedia messaging and paging; multimedia applications on wirele&s, Piptops, and terminals; and,
access to m@ble wireless gdgets such as video monitoring cameras.

1.2 The SWAN Approach

Technically realizing the SN vision is not just a bandwidth or system capacity issue. Equally important
are controllable bandwidth and a quality of service (Qo8emment for multimedia in the presence of
wireless and mobilityClearly technology trends are encouraging. Continual progress in wireless technology
will soon male it possible to economically primle per user data rates ofveeal Mbps, at least inside
buildings. Already the readilyvailable radio modems operating in the 900 MHz and 2.4 GHz industrial,
scientific, and medical (ISM) bands, and in theslgeallocated 1.91-1.93 GHz data PCS barfdroi-2 Mbps

per channel of data rates. Higher speed radios, such as those operating in the 5.8 GHyzaildbibe ia not

too distant a future. When operated in a pico-cellularigardition with spatial channel multipleng and
reuse, such multichannel radios can support a reasonable user. &rdityvireless newwvks, together with

the emeging integrated service wired netwk infrastructure and progress in audio/video compression
algorithms, will permit seamless dadry of paclktized multimedia information to a mobile usat least
indoors. Progress in packaging, displagd lav-power circuits [Chandrakasan95] has resulted in portable
multimedia end-points [Asthana94, Barringer94] that seamlesslyrateeinto a uses’netwrked computing
ervironment.

SWAN, as its &panded nam&eamless Wireless ATM Network suggests, seeks to pide continual netark
connection to mobile heterogeneouBM\end-points. W& are lilding a prototype system byxgloiting the
synegy between the alve mentioned technology trends in multimedia information access, wireless access
technology and portable multimedia end-points. Thaitable of-the-shelf radio technology is haver
someavhat premature for our needs. Besidegialis bandwidth limitations for lge user densities, the typical

ISM band radio cards often Valimitations such as feif any software tunable channels, angdd high RF

power levels which are more suitable fouibding-wide wireless LANs than for room-sized pico-cells.
Realizing such limitations of thevailable of-the-shelf radio technologyve hae attempted todep our
system design lgely independent of grspecific radio.

The netvork model of SVN consists of basestations connected by a wirEsll Aackbone netark, and
wireless A'M last-hops to the mobile ™M hosts. The system and netik software in SVAN, called
Etherware, uses nel connection management protocolsaleped by us to handle end-point mobility and
schedule wireless resources. By wailtg applications to igister interest, in the form of call-back handlers, to
low level events such as an impending hanfl-@mfa change in wireless channel bit error rate, Ethesw
provides a platform for aariety of mobile contd-aware multimedia applications (i.e., applications that adapt
to changes in their operatingvmnment).

The mobile hosts as well as the basestations incorporate custom designed adapter cardgvbl{Etekble
Adapter for Wreless Netwrking) [Trotter95]. Currentlyan of-the-shelf 2.4 GHz ISM band radio is
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interfaced to RAWN. FAWN provides embedded programmable processor and rigewable hardwre
resources for implementing medium-access control@V#&nd aitrinterface subsystems to transport the dells
in ATM virtual circuits wer the air Software programmability and miniaturizedysical size enable the
development of heterogeneous portable end-points waithivg dgrees of smartness.

Enhancing AM to male it wireless and mobile is @kfeature of SN, which is among the first systems to
implement this concept. SAW’s choice of AM not only produces a homogeneous end-to-end oritw
simplifying the architecture,ut also has attrites such as QoS speaiile virtual circuits (VCs) which are
quite useful in a wireless and mobileveonment. AM allows cell scheduling, error control, and hand-of
management based on QoS parameters instead of treating all fiseutrdibrmly as current wireless data
LANs do. Compared to research projects such asdBgik Infopad and UCLA WAMIS, which too seek to
provide a mobile user with audio, video, graphics, and data conitgct distinctve aspect of SWN is
indeed its use of M. For example, Infopad uses a TCP/IP backbone with a separate custom connection-
oriented wireless hop transport mechanism between “dumb” terminals and basestaidhS, Which has
adopted a pack-radio type ad hoc netwking model with end-points also acting as relays, supports TCP/IP
and virtual circuits.

Besides our and other [Condon95, Eng9%jre$ within Bell Labs, NEG WATMNet [French95] and ORL
Cambridges wireless AM system [Porter95] are the twother concurrent wireless research systems that are
implementing wireless and mobileTM, though with diferent approaches and scope.yAnobile and
wireless AM network obviously requires solutions to problems such as appropriate hegdar transmitting

and receiing ATM cells over the airand VC connection and service quality management in the presence of
mobility. SWAN's solutions to sucheer level problems hee been presented elggere [Mishra94, fotter9s,
Srivastaa96]. Compared to other wireless and mobileMlefforts, the SWKN system is distinguished by
novel low lateny VC rerouting algorithms based on performance triggeredildb[Mishra94], custom
reconfigurable and miniature wirelesE§M adapter hardare [Trotter95], and support for heterogeneous end-
systems ranging from laptops to dumb multimedia terminals [Asthana94].

In this paper we describe theevall system architecture of S\, its first phase implementation, and initial
performance data. 8\present SWN’s ATM based netark model in Section 2, and discuss the rational and
challenges of wireless and mobil@M in Section 3, Ngt, the frst phase implementation of SW is
described in Sections 4 and 5. This implementatioriges connectity over the wireless last hop.a\hare
investigated both natie mode end-to-endTM communication across the wired ¥ backbone and wireless
ATM links, and TCP and UDP communication using N4ewireless-A'M in the wireless link with IP
forwarding and sgmentation-reassembly modules at the basestations. The latter mode hesiallo
experimentation with arious readily @ailable TCP and UDP based multimedia applications. @pergence
and performance data on the initial system implementation are presented in Sections 6 and 7.

2.0 Network Communication Architecture of SWAN

Figure 1 shws a high lgel view of the netwark communication model adopted by BW/[Agrawal95]. A
hierarcly of wide-area and local-area wiredM networks is used as the back-bone ratw Wireless access
is used in the last hop to mobile hosts. In addition to connectivgictional wired serr hosts and client end-
points, the wired backbone also connects to special switching nodes called basestations. The basestations ar

1. The paper uses the waml in some instances to refer to an ATM cell (unit of data), and in other instances to refer to
the geographical area surrounding basestation in a cellular network. Both are well accepted standard terms, but the
intended usage will usually be clear from the context.
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Figure 1: Network Communication Model of the SWAN Wireless ATM Network
cornventional PCs and evkstations, and are equipped with thNAN [Trotter95] custom wireless adapter
cards. These act asigways for communication between nearby mobile hosts and the wiredretw
Functionally the basestations are special mobilityasge A'M switches that are located at the edge of the
wired ATM cloud and hee wireless link integces on one or more of the switch ports. In practisengihe
slow speed of wireless links, the switching functionality may be realized ina@ftwstead of AM switching
hardware. The mobile hosts are also equipped with &R adapter The geographical area for which a
basestation acts as thatgvay is a room-sized pico-cell. Netwk connectiity is continually maintained as
users carrying aariety of mobile hosts roam from one cell to anathéthough mobile hosts in S®N may
have different local general purpose computing resources, all of them mugstheability to participate in
network signaling and data transfer protocols. A mobile iPASBMgends and recads all its trafic through the
basestation in its current cell.

Endpoints in S\AN range considerably in functionality and mobilitihey include “smart” PIAs and laptops,
“dumb” multimedia terminals, and wireless entities such as prineseand cameras that weoinfrequently
While dumb end-points are noxgected to compute locallgven the smart end-points that perform
considerable local computation areelik to of-load kulk of the processing to sess on the wired netvk.

This is necessary to conserwailable paver and enhance battery life. Thus the processing at the smart end-
points will be dominated by communication intesgstasks such as informatiaittéring, compression and
decompression, encryption and decryption, and capture and presentation.

Our model uses end-to-end M, over both the wired netwk and the wireless last hops. This is in contrast to
the use of connectionless mobile-IP [loannidis¥radka91] with present day wireless data LANs such as
WaveLAN [Tuch93]. The choice of M was motvated by adances in video compression algorithms and
availability of higher bandwidth RF transeeirs which permit the transmission of patiked video to a
mobile. Support for multimedia tfa over the wireless ggnent vas a dwing force in SVAAN. Adopting the
connection-oriented paradigm off M virtual circuits oer the wireless hop aNgs quality of service
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guarantees associated with virtual circuits carrying multimediéidraf be etended end-to-end. Other
researchers, such as Raychaudhuri aflddW [Raychaudhuri94], va also adgcated the use of M based
transport in multiservices wireless personal communicationor&sy Rajagopalan [Rajagopalan95] has
proposed an architectural option for igriating wireless access and mobility intaséing ATM networks by
using special mobilityasare anchor nodes.

Extending AAM’s virtual circuit paradigm all the ay through to a mobile host necessitates continuous
rerouting of A'M virtual circuits as a mobile host wes [Keeton93, Acampora94, Bisw94, ©h95]. Indeed,
Toh’s measurements at Cambridgef¥95] shav that VC rerouting can be quitast. The small cell sizes and
the presence of quality of service sensitinultimedia trdfc malke this problem particularly important in
SWAN. Virtual circuits carrying audio or video, & fas possible, need to be immune from disruptions as a
mobile hoshands-off from one basestation to a neighboring oreMiAsignaling protocols need to accomplish
the task of virtual circuit rerouting with minimum latgnét a lover level, the medium access control (IZA

and airinterface layers must supporffiefent transport of AM cells, lov lateny mobile hand-dk, pervVC

error control, and cell scheduling according to VC QoS parameters. Chandler et. al. [Chandlez94] ha
described an aiinterface for AM cell transport in a CDMA wireless netnk. SWAN'’s solutions to these
connection management, signalling protocol, And aiinterface problems can be found in [Mishra94,
Srivastaa96], and form the algorithmic basis of our system implementation.

3.0 Rationale and Challenges of Mobile and Wireless ATM

Before attempting to answer $\N’s approach to mobile and wirelesBM\ one needs to answer what is the
rationale of using mobile and wireles¥M, and what are the challenges in implementing it. These questions
are interesting because of at leasi teasons. First, A was designed for an @nonment where the hosts do
not move and are connected to a switch via a nettierror free and high speed point-to-point wired link. It is
not olvious what enhancements are needed fdviAo work well in a mobile and wireless setting. Second,
there is the ingtable comparison with using,liistead of using M, in a mobile and wireless ginonment.
Advocating mobile and wirelessTM, particularly when ®isting products such as wireless LANs and CDPD
are IP based, naturally mekone a participant in the on-going serious and wbatereligious AM versus IP
debate [Crarcroft95] in the data netwrking community

3.1 Rationale

Before delving deep into the rationale question, it must be pointed out that there is a homogrmaéxptan
favor of wireless and mobileT™M as enisioned in SVAN. ATM is a scalable technologgnd appears Ity to
be at the core of the future multimedia netks. Therefore,ending the QoS specifiabld ¥ virtual circuit
model oer the wireless hop leads to a homogeneous end-to-endrkedimnplifying the architecture. In the
wired world, extending A'M to the desktop hasfed hurdles such as an entrenched and cheap last hop access
technology (ethernet) and higher costibkef and optical transoairs that were required until the recent
emepgence of twisted-pair PM. There are no such entrenched standards vioob cost disadantages in
using ATM for wireless last hop access.

The rationale for using wireless and mobilEMAcan be gplored along tw dimensions that distinguishrM:
“cellification” and “QoS-speddble VCs”. By “cellification” we refer to thedct that AM uses ikxed and

small sized cells (48 byte body with 5 byte header). By “QoS-specifiable VCs” we refer to the use of switched
virtual circuits whose service quality parameters agotiated at set-up time by the end-points with the
network, and the netark goes through a process of admission control and resource allocation before the
connection is set up.
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Superfcially, “cellification” appears to be a complete disaster for wirel@9d #ith a terrible vaste of
bandwidth for the last hop due to agarATM cell header relate to the cell bodyThe reality havever, is

more subtle. First, thénke-grained multipleing as preided by A’M cells is well suited to sie speed links
because it leads toveer delay jitter and queuing delays. Second, wireless linke hiagh bit error rates.
Therefore, one cannot usery laige paclkts because thatould lead to unacceptably tpg paclet loss
probability and not wrk well with retransmission based error control. Third, radios also impose limits on
maximum continuous transmitiist. For example, this limit with the radio currently used in 8M/(Section
4.3.1) is 10 ms @ 625 Kbps, or 6250 bits = 781 bytes. This poses a natural size limit on the data transmission
unit. If one were to use IP transport, with an MTU (Maximuranmit Unit) of 781 bytes, the header
overhead with IP datagram=wld in the best case be 20/781 = 2.6%. By comparisonyérbead in the case

of ATM is 9.4%. In realitythe two would be closer onceverheads such as MAevel headersynchronization

bits etc. are tadn into account. durth, one can be smart witiTK cell headers. By limiting the number of
active VCs to a mobile (something which nyamnired ATM adapters also do), one can use smaller number of
bits to represent virtual circuits for the duration of the wireless hmped@mple, the 24-bit VCI/VPI can be
transparently replaced by an 8- or 16-bitveéiothe wireless link between a basestation and a mobile. A second
technigue that may used is to cluster multiplé/#cells on the same VC into aniable sized M& frame, and
share the VC id fields. In essence, in theseteghniques the basestation acts astavgy that can change cell
format for the duration of the wireless link. Aside from the bandwidtbte&vagument, another “cellification”
related agument aginst A'M in the wired vorld is that the small cell sizes lead to cell processing constraints
due to the limited timewailable per cell in a high spedbrke optic netwrk. Clearly this is not an issue with
wireless netwrks. In short, it siifces to say that the “celiifation” issue wer the wireless last hop is quite
comple with mary trade-ofs.

The rationale for wireless and mobil@M is quite strong from the “QoS-speeible VC” perspectie. The
ATM VCs provide a useful trdic flow id for use at the wireless linkvel. For example, the MA layer can use

the VC ids to meaningfully allocate and schedule the shared wireless channel resoutésydi\in current

IP or IPX based wireless data LANs cannot do such intelligent wireless resource allocation. Stheldirli

level error control mechanism can be suitably adapted on a per VC basis depending on the characteristic of the
individual VC. Further ATM’s notion of specifying pe¥C quality of service (QoS) is quite useful in a
wireless and mobile netwk carrying multimedia tréit. QoS specifation can be used, fokample, to gie
some connections higher priority during handspbr to use rerouting policies tailored to the fiaf
characteristics. In general, the VCs with QoS parameters in wireless and nidyilerévide the ability to
meaningfully distinguish the data p&tk being sentwer the air and not treat all of them according to one
generic polig. Wireless and mobile PM suffers neither from the rigid synchronous structure of celluérer

and PCS systems, nor from the inherently bdetrtadelivery model of wireless data LANSs. It must be pointed
out that the IP-based internet protocols are also beitenéed to allv multimedia applications that need
service quality guarantees topeess those needs to the nettkvvia resource resemtion protocols such as
RSVP [Zhang93]. @ male the netwrk honor trafic guarantees, it has been proposed that routes with
resenations should be pinned or laakin place. This points to a possiblewmgence of the IP and theTM
service models. Research problems with QoS-specified pinned IP routes in a wireless and mabideviletw
be similar to those with QoS-specifiablEM VCs.

3.2 Challenges

ATM was designed for an einonment where the hosts do not weg and the transmission medium is a
relatively error free and high speed point-to-point wired linkwieer, in a SVAN lik e ervironment, the hosts
move and the transmission medium is a rekli noise and brst error prone shared medium of modest
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bandwidth. The change from a wired statiarld to a wireless mobile ovld can hae un&pected pitalls as
the experience of arious researchers [Caceres94] with TCP performance in a mobile-IP wireleeament
has shan - paclet loss in the wireless hops due to noisgsberroy or hand-dfis falsely interpreted by TCP
as being due to congestion, leading to poor performance. Gladgyot olwvious what enhancements are
needed for AM to work well in a mobile and wireless setting.

The issues that need to be successfully addressed in maKihgvérk in a SVWAN-lik e netvork fall into two
somavhat orthogonal cagmries: mobility related problems at the higheeleand wireless related problems

at the laver level. From a mobility perspeet, the ley ATM issue is that of virtual circuit management in the
presence of host mobilithviously, the VC route needs to be continually mmdifas the hosts at either end
move during the lifetime of a connection. The rerouting must be dasteehough so as to cause minimal
disruption to the transport layérhe signalling protocols for VC establishment, rerouting, anediaan must
function properly een in the presence of host mobility at both ends during the signalling phase itself. An
rerouting must maintain the sequence dMAcells at the end-points. Clearlthere vould appear to be
“obvious” solutions to some of these problems from analogous problems in the connection-oriented cellular
and PCS wrld. However, the scale of the problem here isfeliént in mag dimensions, rendering the wai
solutions too indicient. The hand-dffrequeny is much lager due to small cell size - imagine a person
strolling davn a hallvay. Each terminal can terminate agamumber of VCs, leading to adernumber of VC
reroutes on each handkofhe statistical multipbeng inherent in AM and multimedia trdic requires a QoS
rengyotiation at the ng basestation, compared to the refaly simple frequencor time slot allocation in
cellular and PCS basestations.

Although wireless is a last hop issue, end-to-ehifl Aequires arious components of the last hop to ez

of ATM traffic. From a wireless perspedi the ley ATM issues are prading lower layer support for AV

QoS, and dicient transport of AM over a slav noisy air medium. The first issue, QoS support, arises from the
need for the MA subsystem to participate in admission control at the time of VC admission, agotiggion

at the time of hand-6fUsually, MAC protocols are tgeted at coordinating access of the shared air resource
among multiple mobiles. Wh ATM, the MAC protocols need to schedule the air resource among multiple
VCs at multiple mobiles. The second issuécigit transport of AM over the airarises from the high header
to-payload ratio of AM cells in an already @ bandwidth air medium, and the high wireless link noise and
burst error rate. @ address the formgone can use header compression and cell clustering techniques
mentioned in Section 3.1oTaddress the latidink level error control schemes are needed. Hefé&] AXCs

offer the adantage that link leel error control schemes can be selected appropriately for each VC.

Finally, besides the specific mobility and wireless issues, there is a third related problem of what services API
should a mobile and wirelesS¥ network offer to natve mode AM applications. Current’ PM APlIs are

tailored for a static wired @wonment, and only &r basic services for VC establishment, t#awn, and data
read/write. I6r a SWAN-lik e netvork, the APl ought to be able to hide wireless and mobility from applications
that wish to operate transparentiyd to send wireless and mobility relatgdrds to applications that wish to

adapt to changing nebrk conditions. Br the latter class of mobility and wireless adapfipplications, the

lower layers of the netwrk, such as M&, must allav the higher layers to gester interest in specific\wolevel

events, such as an imminent soft-harfdahd be able to send@nts back to the higher layers and the
application when the specifiedNdevel event occurs.

Rest of the paper describes the architecture and implementationAM, 2 hoev it addressed some of the
abore mentioned challenges in makin@M wireless and mobile.
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4.0 Mobility Management and Wireless Access Architecture

An initial system design of SMWN is complete and functional. Its focus is on the local-area domain, and the
wireless last hop. The wireless last hop consists of basestations and mobA&suUS&E room-sized cells,

each of which has a basestation equipped with one or more radio ports. Generic PCs arrétsatiows are

used as basestations by plugging in a wirédl/adapter card and one or mo8WN RF wireless AM

adapter cards, and running necessdarylAwitching and signalling softave. The use of PCs andrkstations

also allavs the basestations to host application and system processes if need be. The mobiles, at the other enc
of the wireless hop, include portable computers with an adjuridtWireless adapter or multimedia terminals

with embedded AM wireless adapteiThe wired AM backbone is currently composed arE’s ATM

switches. The softare part of SWN is calledEtherware which consists of softare modules running on the
basestation CPU, on the mobile host CPU, and on an embedded CPU on the wireless adapter card.

Taking a top-devn view, in this section we describe the highidearchitecture in terms of the protocols and
algorithms embodied in Etheare. Theifst phase hardare and softare implementation is described in the
next section.

4.1 Layersin Etherware

The key algorithms in Etherare are those used to handl€M\ mobility and wireless access. These
algorithms use a model in which the service quality requirements of applications are used to guide the
operation of the protocols. There are four principal entities i\BWnobile hosts, basestations, wired
switches, wired hosts. These entities communicate with each other via a “signaling” protocol which handles
addressing, location and data fanding functions. Being directly intexéed to the wireless link, of particular
interest are the mobile hosts and the basestations. Figurev& aHogical vigv of the wireless and mobile

ATM stack realized by Etheare at these twentities.

At the highest layer in the stack is thEM\ Connection Management function whicliesg a mobile AM API

to the local applications, and embodies state machines that participate in the necessary signalling to establish,
maintain, and teadown VCs with specified QoS parameters in the presence of mobhigysignalling is done

not only with the peer PM Connection Management state machines at other mobile hosts, basestations, wired
switches, and wired hostsytalso with the lwer layers locally to rgotiate resource allocation at VC setup

and reroute, coigure perVC entries, and igster interests in lw level events. The layer belo does the
necessary functions to transport data between the local applications awndildtdea ArM link interfaces. At

the mobile hosts this is simplygraentation-reassembly to the single (wireless) iaterf At the basestation,
however, an ATM cell switching functionality is also needed to route cells among the multiple wired and
wireless AM link interfaces. Belw this data transport and switching layer are functions associated with the
wireless link for (i) scheduling of cells in the VCs on the basis of the specified rate, (iiM&hleteor control

using FEC and/or seleed retransmission optionally specified on a¥€rbasis at setup, (iii) medium access
control (MAC) that supports QoS, and)&ir-interface for eficient transport eer the air

4.2 ATM Mobility Management

The design of the signaling sofive assumes theaistence of separate signaling protocols for the wired and
the wireless netark respectiely, with basestations acting aatgvays between the twlogically distinct
networks [Caceres94]. This alis us to minimize the changes required to the signaling infrastructure used in
the wired netwrk while alloving the signaling in the wireless nadvk to be customized for the unique
requirements of that gmonment. The signaling protocol in the wired netlwis used to establish, teavdo

and rehild connections. The signaling protocol in the wireless agtis used toxdend routes, reme route
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Figure 2: Wireless and Mobile ATM Stacks
loops and trigger route relids, in addition to the establishment, teavdand rehilding of connections.

SWAN uses moditations to comentional signaling in wired netwks to support the pvision of end to end
connectvity in the presence of mobilityrhe protocols are designed assuming small cells, with mobiles
maving frequently between cells. The service quality seen by a virtual circuit is determined by thiodgglay
and throughput characteristics of the natepath @er which it is routed. These characteristics aneegted

by two phases: the transient disruptioqerienced by a connection when a hahdo€urs and the steady state
behaior when a mobile is not nwing across cell boundaries. The goal of the signaling softvé to maintain

end to end connewity while minimizing the impact of mobility on applicatiorved quality of service and
also ensuring that nebk resources are usediekntly.

The protocols hae some neel features. Since most of a molslehorement will be within a local domain, the
protocols perfornpath extensions only following a cell boundary crossing. #ever, when a domain boundary
is crossed, lilding an etension will cause a more costly netk path. This is used as a trigger touibthe

routing tree. The signaling sofare allavs an application to pude information about its quality of service
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Figure 3: VC Rerouting Using Extension. Loop Removal, and Rerouting

requirements which are used to guide the actiorentédloving a handdf A simple optimization that is used

to improve netvork eficiengy during the path»dension process is to detect and eliminate loops, i.e. when the
same basestation appears twice in the path. While the details of the plxiocols for connection
establishment and rerouting in the presence of mobilitg baen presented pieusly in [Mishra94], Figure 3
summarizes thedy aspects of our VC rerouting protocol.

4.3 Medium-Access Control and Air-Interface for WirelessATM

Since carrying multimedia triad to the mobiles is a major goal in 8W, the two important drrers for the
medium access control (MA and plysical layer control subsystem aravltateny hand-ofs and support for
multiple simultaneous channels in aeayi cell. In addition, xplicit allocation of wireless resources among
ATM virtual circuits is crucial. Finallyat least initially simplicity of implementation as considered desirable.
Further as shwn in the n&t section, we hae based our wirelessTM adapter implementation on sofive
and reconfigurable hardre so as to makalgorithmic enhancements to the @And aifinterface feasible.

In light of these considerations, the basiwdo layer stratgy used in the SN prototype is to assign each

mobile in a cell to itswn radio port, or channel, on the basestation. Madable channels are distuted
among the basestations, withveeal channels to a cell, and basestations are accordingly equipped with
multiple radio ports. The medium access control implementation is thus saptifing to deal only with
the management of multiple channels, and not with the sharing of a channel by multiple mobiles. This is
adequate for the use of our prototype invidlial ofices and small rooms with only axffg¢2-3) mobile end-

points each. More demanding usage patterns, such as handling conference rooms, will indeed require the
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ability to share a channel among multiple mobiles. This is being addressed in our on-@inky must be
emphasized that the preceding simgtifviev of the laver layer is only an artfct of the current simpléd
implementation, and not inherent to the A\WVarchitecture.

The implementation of the aiinterface and medium access control does to sotesitedepend on the type of
radio being used. Therefore, before describing thintdrface and medium access control in the foitg
subsections, we briefly describe the radio transceén the ngt subsection.

4.3.1 Radio Transceiver

The SWAN system is lagely independent of the specific radio being useith 8WMAN being a pico-cellular
architecture, the only architectural requirement is that the radio traesqaiovide multiple softvare
controllable communication channels which can be spatially muégdland reused. Details such as the band
of operation (ISM, PCS etc.), and whether the radio uses direct sequence or fyelgogping spread
spectrum are notttors per se in the choice of the radio.

To meet our research needs,A\\currently uses an Bthe-shelf radio card which is a 625 Kbps half-duple
2.4 GHz ISM band sie frequeny hopping transceer with two paver levels and tw selectable antennas.
FCC requirements dictate that the radio must hop pseudo-randomly among at least 75 oW#ikald@ a

1 Mhz wide frequeng slots in the 2.405 to 2.4835 GHzien such that no more than 0.4 seconds are spent in
a slot @ery 30 seconds. The radio incurs aru8@enalty per hop. Communicating trangees hop according

to a pre-determined pseudo-random hopping sequence.

A channel in the current implementation of S\W’s wireless hop naturally corresponds to a hopping
sequence, or a specifpermutation of 75 to 83 frequanslots. Channels corresponding tootdifferent
frequeny hopping sequences interfere with each other whgndbeupy the same frequepclot at the same
time. Therefore geographically co-located channelsangsély orthogonal hopping sequences such that the
chances of te different channels being in the same freqyesiot at the same time is minimized. BMN/uses

a family of 22 distinct hopping sequences, or channels, diggibamong the basestations arieus pico-
cells. More than one channel can be allocated to a basestation, and a basestation necdsépaeate radio
for each channel assigned to it. The same channel cannot be assighedasdstations in cells that can
mutually interfere. The mobiles ¥&only one radio, and atyagiven time operate in a specific channel.

The radio limits transmissiorubst to 10 ms. At 625 Kbps, the maximum size of an air exterpackt is 6250
bits. The radio prnades a rated bit error rate of 1E-5. This translates intoTawi éell loss probability due to
noise of less than 0.5%. While being muclgéarthan what is easilyailable on the wired backbone, this cell
loss probability is vershadwed by frequeng slot collision in co-located channelsorFexample, if two
channels using 75 long frequemnitopping sequences collideem once eery sequence, a loss of 4% occurs.
This illustrates a fundamental capacity loss problem when freguempping spread spectrum radios are used
in a system with multiple co-located channels. Besides direct fregusdoiccollisions, one also has the
problem of interference from adjacent frequenliots, and the advse impact on frequenslot reuse of the
high level modulation that is needed to get increased bit rates. In general, techniques such as smart hopping anc
information spreading across hops are more crucial in fregu@pping based wireless links than techniques
targeted at noise.

4.3.2 Mapping of ATM Cellsto the Air-Interface Packets

Air-Interface Packets, or Link Cells, are the data units sent by the medium access control layer to the air
interface control layer at the transmit end, and neaxbiby the medium access control layer from the air
interface control layer at the regeiend. The air inteate control layer directly controls the radio, armig
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Figure 4: Format of Link Cells (Air Inferface Packets)

typically be realized in hardave as an aiinterface controller (Qmphysical layer controller). Digital radio cores

in their simplest embeddable fornfaf serial bit stream input and output, and therdgrface controller is
expected to do parallel to serial a@msion and channel coding at the transmithed clock receery, bit

framing, channel decoding, and serial to parallevesion at the receer. To take adwantage of the readily
available of-the-shelf serial communications controller chips that do these functions, theaiface
controller in SWAN incorporates a serial communications controller operating in a synchronous mode,
resulting in the well knan SDLC (synchronous data link control) protocol being usad the air In one
transmit lurst, transmitters send one or more SDLC frames separated by the SDLC SYNC bytes, with each
SDLC frame consisting of one or more Link Cells.

There are seral types of Link Cells. One type, calle@MLC, is defined to carry an encapsulatetMAicell.
Several other Link Cell types are dleéd for MAC level signalling. Br example, the simple M& protocol
currently being used defines the faliag signalling Link Cells: CRLC for connection request by a mobile that
powers up, HRLC for hand-bdfrequest by a mobile, SYNCLC for idle channel, and CHRCIKA,,
CHRLACK2, and CHRLCAKS3 for handshad during registration of a mobile at a basestation. Coliasii

the Link Cells for MAC level signalling are referred to as MISIGLCs. All Link Cells are composed of a
fixed 6 byte headeand a body whose contents depend on the type of the Link Cell. s gh&igure 4, the
header has an 8-bit statically assigned basestation radio port id (BS_RPID) field, an 8-bit dynamically assigned
mobile host radio port id (MH_RPIDjetd, a 1-bit CELL_TYPEi€éld indicating whether the Link Cell is of
type ATMLC or not, 7 bits defined by the MAprotocol, and a 24-bit FEC field that uses a (8,4) linear code to
forward error correct the preceding 24 bits.voisly, in the case of a nonIMLC Link Cell, the MAC
protocol would use some of the 7 resedvbits to disambiguate among therious signalling Link Cell
subtypes. The current MAprotocol, as Figure 4 siwpuses 3 bits for this purpose. The basestation radio-port
id BS_RPID is a logical id statically assigned at set-up such thatomatlio-ports in radio vicinity ha the
same id. This logical radio-port id is mapped by the basestation to the wiredrketddress of the
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basestation, and the radio-port id within the basestation. Simitaelynobile host radio-port id MH_RPID is a
logical id that is assigned to a mobile host by a basestation radio port when the myibtkErgeat that
basestation radio port. MH_RPID is unique among the mobifgsteeed on the same basestation radio port.

The Link Cell bodies in the case of NISIGLCs are small and typically contaiarious address information.
The ATMLC body encapsulates arT® cell. Currently the 53-byte AM cell is stored as is, together with link
level error control information (2-byte CRC-16 fof K cells in VCs using link leel retransmission). In
future, we plan to compress th&M cell header by te mechanisms: (i) stripping the 8-bit¥ header error
control (HEC) feld at the transmitteland recalculating it at the regei, in the presence of linkvel error
control, and (ii) transparently mapping the 24-bit VCI/Vields to a smaller 8- or 16-bit VCID for the
duration of the air transport. The latter mechanism has the implicit tradéaifowing a smaller number of
active VCs to a mobile host.

It must be noted that theadt phase implementation of the-aiterface controllerdescribed in Section 5.1,
uses iiked 64-byte sized Link Cells. This has thayatdve side efiect that there aravie wasted bytes (8%
bandwidth loss) for eachTMLC when no link le&el error control is used (threeasted bytes perTMLC with

link level retransmission), and a muchgar number of @&sted bytes for signalling Link Cells with consequent
higher MAC level signalling @erhead. The hardave is, havever, reconigurable, and a futureevsion of the
air-interface controller will remee this limitation.

4.3.3 Token Passing MAC Protocol

The time between twfrequeng hops on a channel is called tHep Frame, which is sub-diided into seeral

Link Cells. Access to the channel igudated by a tobn passing mechanism, with the basestation acting as the
master for handing out the ®hk The hand-6is mobile initiated which transmitdand-off Request Link Cells
(HRLC) based on measurements of current basestatiwerpOn the other hand, basestation searches on its
idle radio ports for mobiles that are seeking a basestation.

The basic protocol for accesgutation on a channel is that of &k passing, with the basestation acting as
the central arbiter that decides who gets theriplnd hence the transmissiorviiege. The tokn can be held

for at most N=8 link cell duration, which is slightly less than 10 ms, the length of maximunabléo
continuous transmissiorubst. This maximum inteal is used to detect lost teks in noisy channels. The
token information is a part of the link cell headarthe form of tve fields: TOKEN_G (1 bit) and DKEN_R

(3 bits). The G field withalue 1 is used to indicate that agakis being granted to the regsi (for <= N link

cell duration). The R field indicates the number ®Acells that are queued at the senddormation is used

by the basestation in scheduling theeiokin the case of an idle channel, the control will just pass back-and-
forth with G=1, and R=0. Finallyn case the tadn is lost due to noise, the mobiles do nothing (and time-out)
while the basestation tak wer the control and resets the ¢éokpassing protocol.

The tolen passing approach to medium access controlalthe basestation to act as a coordinator and
scheduler of thevailable bandwidth within the cell. By taking into account QoS parameters wvidnagi VCs

when scheduling cells, the basestation can ensure thatbelayers do not maknull and wid the higher

ATM level service quality assurances. Suatuld be the case, foxample, with the CSMA and CSMA/CA
based peeto-peer medium access control with inherently non-deterministic delays as found in the IEEE
802.11 standard, CDPD, andrious wireless LAN products.

Closely related to medium access control is the control of fregqu®oyping. Instead of using a hopping
scheme based on measuring hopping ialdrvterms of real time, the number of éokpasses are counted to
measure the length of the hop frame. In parti¢cllapping is done aftevery M=8 tolen grants from mobile
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to basestation. Of course, wklosses are a nuisance in this scheme, and a straigittiaraunting of tokns
will not work. Therefore theffective number of token passes are counted to decide when to hop. ThHeative
number of tokn passes is the actual number oktogasses plus the number of time-outs whééimg for the
token.

4.3.4 WirelessHop Scenarios

Scenario 1. New Mobile Entering the Network. After pover-up a mobile bgins to transmit a “Connection-
Request” link cell (CRLC). This is done using a random initial frequéopping sequence, and is abatf

rate whereby the mobile jumps to thexnffequeng slot in the sequence if no basestation responds to the
connection request link cell. The body of CRLC consists of the globally uniqgue mobile id and a hop sequence
id. The hop sequence id defines the hopping pattern that had been assigned to the basestation radio port at star
up, and the mobile uses this hop sequence id to later hop in sypahitbrthe basestation radio port. The
information in CRLC body is protected by a f@md error correction scheme based on an (8,4) linear code.
Following CRLC is a reseerd fixed time interal for an interested basestation radio port to asledge via a
CHRLCACK1 cell. Contained in CHRLC®BK1 is an 8-bit logical id that the basestation assigns to the mobile

for the duration of mobile’connection to the radio porolfowing successful reception of CHRLCK1 by

the mobile, anxechange of CHRCLEK2 and CHRCLAK3 talke place toihish the 3-phase handsteathat
constitutes the mobile gestration process.

Scenario 2: Mobile Doing a Hand-Off. A mobile continually measures the RFA® R, ;1entOf paclets it
receves from its basestationw® pawer thresholds are deéd: Ry, and Ryresn(> Pmin)- When Ryentfalls

below Py respbut is still abae Ry, the mobile initiates the process smft hand-off by beginning to
periodically transmit a “Hand-bRequest” link cell (HRLC) with periodicity proportional t@,RsiPeurrent IN
addition, the mobile sets the “Basestation request” bit (BSREQ) in the header of all the link cells it transmits.
This indicates to idle basestations as well as the current basestation that & leandeafed. The body of the
HRLC consists of the globally unique mobile id, a hop sequence id, and the id of the current basesttion. Lik
in CRLC, the body of HRLC is also protected by an (8,4) &wdaerror correcting linear code. The handshak

that follovs an HRLC is a 3-phase handsbakimilar to that in the case of a CRLC as describegeabo
Following HRLC is a reserd ixed time interal for an interested basestation to acklexige via a
CHRLCACKT1 cell. The current basestation radio port maintains radio silence during thi®deisgenal if it
receves a HRLC from its mobile. In case then® R, entfalls belav Py, the mobile assumes that its
connection to the current basestation has been lost, gims be continually transmit HRLC and switches to a
fast hop rate. Theaét hopping rate not only reduces thie@fof frequeng collision with other channelsub

also reduces thevarage time toifid a nev basestation, thus helping in the goal af lvand-of lateng. Of

course, soft hand-bélescribed earlier is the primary mechanism far latengy hand-ofs.

Scenario 3. Basestation Activity at an Idle Radio-Port. The basestation with one or more idle portsvabti

hunts for mobiles that mightamt to connect. This is done according to the ¥alig process. First, using hints

from the wired backbone, a frequgrsiot is chosen for the idle radio-port such that none of the radio-ports in
the parent basestation or on neighboring basestations are using that freshpterihe idle radio-port hops to

the frequeng slot thus chosen. g it measures peer at that frequerycand snoops for link cell headers. If no
activity is detected at that frequenslot, a ne/ frequeng is chosen and the hunt restarted. If\attiis
detected, bt link cell headers shwothat the BSREQ bit is not set then the basestation assumes that the mobile
is not interested in a handfadind it agin restarts the hunt at am&equeng. Otherwise, the basestation radio
port waits for a CRLC or a HRLC link cell, or for the channel to become idle. If CRLC or HRLC isedcei

the basestation initiates thegigtration process for the wering-up mobile or for the handingfohobile, as
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Figure 5: Architecture of SWAN System

the case may be.

5.0 Hardware and Software I mplementation

The preious section presented a layered architecturahvden of SWAN. This section describes thiest
phase implementation of that architecture. Figure Svshbe various hardwre and softare components in
the implementation, with a particular focus on the entities in the wireless hop. Theiriglisubsections
describe thearious components in detail.

5.1 TheFAWN Network Adapter

From a hardware perspecte, the key idea behind SWN’s wireless last hop is the use of a single reusable
ATM wireless adapter that intaxfes to one or more digital-in digital-out radio trangsi on one side, and to
one or more standardikses (PCMCIA or PCus, in our implementation) on the other side. The adagabted
FAWN for Flexible Adapter for Wireless Networking [Trotter95], preides recorifurable data processing
resources in the form of FPGAs and a saftsvprogrammable embedded ARM610 RISC proceddus
flexible and reusable adapter cardvpdes a uniform mechanism for makingvaes “SWAN-ready”.

The FAWN card, whose architecture is st in Figure 6, has an embedded ARM610 processor that is
intended to implement Vo level ATM and MAC protocols, signhaling, scheduling, and queue management
software. A dual-port RAM praides a high-bandwidth communication link to the host. In addition, the host
can also directly access memory mapped peripherals on the ARSIt la slever speed via aycle-stealing
arbiter A mezzanine connector on the main cardvwdldor one or more radio link intex€e cards to be
connected. Each radio link intade card has an FPGA-based reiquméble airinterface controllera serial
communication controlleran A/D cowerter for signal pawer measurement, and the radio whichsw
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previously described in Section 4.3.1aNbus aifinterface functions, such as patization-depacktization

and signal strength monitoring, are implemented on the FPGA. The serial controllexcieseid the air
interface controller on one side and to the serial data input and output of the radio on the other side, and
provides SDLC (synchronous data link control) based communicatiamtioe radio link. A second mezzanine
connector brings out a peripherapansion bs which allevs a peripheral card to be memory mapped into the
ARM address space.

In the current implementation of the reagaofable airinterface controllgrthe communication between the
air-interface controller and the ARM processor is done viagets of ping-pong Link Cell hardne luffers,

one for transmit and another for raaei The Link Cells are assumed to be of 64-byte size, leading to some
bandwidth vastage when transporting’ M cell as discussed in Section 4.3.2.ikite-state machine in the
hardware does the depastization into byte stream that is necessary for the outgoing Link Cells in the ping-
pong luffers to be sent to the serial controlland the paaiization of the incoming byte stream from the
serial controllerThe communication between the-miterface controller and the ARM processor is interrupt
driven, and the hardave luffers in essence serto reduce the interrupt rate on the ARM to once per Link Cell
(approximately 0.8 ms with the currentdtk64-byte size Link Cells and the 625 Kbps radio).

The FAWN adapter emphasizes functionkexfbility and reconigurability, and its miniaturized pfsical
dimensions enable portabilith FAWN card with one radio inteate plugged-in has dimensions of 10.8 cm
(W)x1.9cm (H) x 11.4 cm (D), and fits a@miently into the rem@ble flopyy drive bay of man laptop and
laptop computers. The cardoduding the radio transogdr, consumes 2W of peer. The radio transceer that

is currently used (pwgously described in Section 4.3.1) consumes another 0.6W in theerecede and 1.8W
in the transmit mode.

Figure 7 shars a photograph of theA®WN processor card and th&WN radio interace card.

5.2 Basestation Architecture
Figure 8shaws the high leel architecture of a typical basestation in AW A basestation consists of

to host ARM
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Figure 6: Architecture of the FAWN Wireless Adapter
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Figure 7: Photographs of the FAWN Radio Interface Card and FAWN Processor Card

multiple FAWN cards plugged into its backplane, with each card handling multiple radio transceivers. Each
radio transceiver is assigned a channel (frequency hopping sequence) that is different from channels assigned
to aradio in the current or neighboring basestation. Typically, in SWAN, a basestation has fewer than 3-5
radios per basestation. The preceding basestation organization results in a cellular structure where each cell is
covered by multiple co-located channels. A mobile in a cell is assigned to one of the radio ports on the
basestation, and frequency hops in synchrony with it. While, from the hardware and software perspective, a
basestation can have an arbitrarily large bank of radios, there are limitsimposed by the spectrum allocation and
the type of radio. For example, as described in Section 4.3.1, SWAN uses a family of 22 codes with its current
radio, each of which can be viewed as a communication channel. Obviously, since the current radio is a
frequency hopping one and the codes correspond to frequency hopping sequences, the channels are inherently
mutually interfering due to frequency slot collision and adjacent frequency slot interference.
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Figure 9: PMT: Dumb Multimedia Terminal in SWAN (Asthana94)

The current implementation uses PCs running Linux and Sun workstations running SunOS as the hardware
platform for the basestations. In the case of PCs, the FAWN cards are interfaced to the CPU via | SA-to-
PCMCIA bridge cards, while in the case of Suns SBUS-to-PCMCIA cards are used. Clearly, PCMCIA isa
fairly slow 16-bit non-DMA bus and is not adequate when multiple radio link interfaces are plugged into a
single FAWN card. However, it is adequate for our initial experimentation where we use one radio per FAWN
card, and has allowed us to rapidly construct a prototype system using the same FAWN card on the basestations
and the mobiles. In future, special versions FAWN cards may be developed for the basestations by using higher
speed busses instead of the PCMCIA bus.

5.3 “Smart” and “Dumb” Mobile Hosts

SWAN has two types of mobile hosts - smart hosts and dumb hosts. Smart hosts, which have local general
purpose computation resources, are built by connecting FAWN cards to laptops via PCMCIA interface. More
interesting perhaps are the dumb mobile hostsin SWAN. These are multimedia terminals [Asthana94] that are
formed by connecting various peripherals to a FAWN card via the peripheral expansion bus on FAWN. No
other processor for local computation is provided except for the ARM processor embedded on FAWN itself.
These multimedia terminals, which are called PMTs for Personal Multimedia Terminals, present a simple user
interface (Figure 9). On the front of a PMT is a 320x240 dot-matrix LCD display along with three control
buttons. A set of earphones with attached directional microphone plug into the side of the PMT to provide
bidirectional audio capability. Another side of the PMT has a bar code scanner, controlled by a dedicated
button. The bar code scanner can be used in applications such as inventory database access in a warehouse,
patient record access by nurses and doctors in a hospital, and product information access by shoppersin a
department store.

O

All the circuitry necessary for PMT resides on a peripheral card that plugs into the peripheral expansion
connector on FAWN. In addition to the 2W consumed by the embedded FAWN card, and 0.6W/1.8W
consumed by the radio (in receive/transmit mode), the PMT consumes 0.57W, for atotal of 3.7W/4.9W in
receive and transmit modes respectively.
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Unlike PDAs and laptops, and sombat similar to Xerox RRC’s Tab terminal [V¢iser93], Berkley's
Infopad [Barringer94], and Zenith’Cruisepad [Zenith95], a PMT does minimal local computing. Its
functionality is entirely determined by a seron SWAN’s wired netwrk. The functionalityfeatures, and
services preided by PMT are contt dependent, being defined by the selivis communicating with.

5.4 Etherware Network and System Softwar e | mplementation
The Ethervare softvare, which implements the layered system architecture outlined in Section 4.Qyris sho
in Figure 10 from the point of weof a basestation. A similar implementatiotisés at the mobile hosts. The

— -
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/ Local Basestation \
\  Processes

- s
i
*

ATM Connection
Management CM (user process)

ATM Cells, or
DTYSe" (user process)

T e
and S\/\' elpliate) DTkerneI (driver)

Cell Scheduling
& per-VC
Error Control
Wired
ATM Medium Access
Confrol MAC (FAWN firmware)
Adapter
I Conftrol y
Link Cells to/from Mobile Host

Figure 10: Etherware Software Implementation At the Basestation

figure also shws the correspondence between the actual aoftwmodules and the architecture functions in
Figure 2. The &y software modules at a basestation are: (i) CM, a-sisace resident module, corresponding
to the A'M Connection Management function in Figure 2, (i), RTpartially usespace (DY) and partially
kernel-space dver (DT¢™€) resident module, corresponding to tHEM\Data Transport and Switching
function in Figure 2, and (iii) M&, a AWN adapter resident embedded ARM sadte module,
encompassing the cell scheduling,-& error control, medium access control, and parts eiihaérface
control functions in Figure 2. In addition, there is an API library that iselininto the applications.
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Corresponding modules alsgist at the mobile hostsxeept that the algorithms used aref@iént, being
tailored for mobile host functions. The API library and the CM modules &list & wired AM hosts.
Mobility aware switches in the wired backbone will need teehfunctionality equialent to CM. At the
present time we Iva not made anof the switches,»eept for the basestation switches, in our wirdd/A
backbone to be mobilitywaare.

It is clear that much of Etheese is currently implemented via user mode processes SunOS and Linux, instead
of kernel code. This as done to rapidly prototype an initial implementation so that we)qaarisnent with

the algorithms, particularly for the logically complsignalling protocols. Of course the ease of
implementation came with an often considerable performance cost due to increased procasswitnite
overhead and cying of data bffers across the user anerkel address spaces.

The DT module primarily switchesTM cells amongst thearious wired and wirelessTM adapters on the
basestations; the CM module participates TiMAlevel signaling to establish, tedown, and reroute TM

VCs; and, the M& module allocates and schedules wireless resources in response to signaling messages from
the CM module, and implementssddevel medium access control and intedl hand-ofs by the mobile end-

points. PCs and erkstations used as basestations act as wired hosts as well, and run application processes in
addition to the three modules mentionedwabdn essence, basestations inf8Ware computers equipped

with banks of radios. The sofake viev at mobile end-points is similagxcept that a mobile end-point has

only one AM adapter (RWN) and the CM, DTand MAC modules at the mobile Y& somevhat diferent
functionalities.

The MAC module maintains a table of per virtual connection information to help schedule the wireless
resources among the multipl@ ¥ VCs going @er a wireless channel. When amn¥éC needs to be opened,

the CM module sends a request to the@Module indicating the bandwidth requirements as the channel time
T1 needed by this VCwver a period of time T2. The MAmodule uses this information to either accept or
dery admission to this me VC. This bandwidth spedéifation is also used by the MAmodule to schedule
transmission of cells.

The ATM signalling among the CM modules arious nodes is done on a resetwirtual circuit, and the
signalling between the CM module and the ®/odule at a node is done on a separate rederivtual
circuit. The CM module, the DT module, and the applications communicate among tlesnuséhg standard
SunOs and Linux IPC primites (shared memorygments and pipes). In the future, wgpect to migrate all

of DT functionality into the &rnel code, at which time CM and applications will access DT by opening special
device files.

5.5 Support for TCP and UDP Applications

The three modules, CM, Da&nd MAC, together praide the basic wireless and mobil@M functionality.

We had also set an early milestone for/AWto provide IP connectiity because nate mode AM
applications are still rare, and because a complete implementation of mobile and wirdleéssaAlong term

goal. On the other hand applications using IP-based internet protocols such as TCP and UDP are readily
available, and there alreadyists much preious eperience with IP in a wireless and mobile comtgor

example, the \@veLAN product from A&T).

IP connectiity is provided in SVAN by using IP/AM segmentation-reassembly modules at the mobiles and
the basestations, together with IP farding capabilities of the Linux operating system on the PC-based
basestations, and a resedWC wer the wireless link for carrying IP tfad. The sgmentation-reassembly

module is simply a netwvk interface drver that has ben added to the IP protocol stack, and treats thedeserv
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V C as a network link with 48-byte frames. The | P forwarding capability of Linux allows the basestation to act
as an | P router, forwarding | P packets between the reserved VC on the wireless link and other IP network
interfaces. In effect, SWAN provides I P connectivity by using |P-over-wireless-ATM. With this approach |1P-
level mobility is a simple matter of using the mobile-1P implementation already available for Linux [Gupta95].
Using this IP-over-ATM connectivity, mobile hosts within SWAN have immediate access to all the IP-based
applications, including those requiring connections to machines outside the SWAN network.

An aternative approach, which we have not yet explored, to provide IP connectivity in a SWAN like network
would be to provide IP over an end-to-end ATM VC that is set up to carry the IP traffic between any two
SWAN nodes (wired or wireless). Only segmentation and reassembly would be needed at the two ends, and
mobility would come for free because of the underlying mobile and wireless ATM. While more complex to
implement, such an approach would be more elegant with only a single model of mobility.

5.6 Run Time Software Environment

A run time environment, available under Linux and SunOS, provides support for code development and
control of FAWN cards. The control interface is implemented as two special files, /dev/fawn/mem and /dev/
fawn/ctl in our systems. The former allows host resident processes to read and write memory and registersin
the address space of the ARM610 processor that is embedded on FAWN. The latter allows FAWN control
registers to be manipulated by writing string commands, and the FAWN status registers to be read by reading a
string. For example, the commands:

$ echo reset > /dev/fawn/ctl
$ cat k.i > /dev/fawn/ nem
$ echo run > /dev/fawn/ctl

when issued on a mobile host or a basestation by a suitably privileged user cause the FAWN card to be reset,
the binary image k.i to be loaded for execution by the embedded ARM610 processor, and the execution to
begin.

6.0 Audio and Video Transmission over SWAN

The SWAN system is still under development, and native mode ATM applications for SWAN together with
signaling and MAC layer support for ATM quality of service guarantees are being devel oped. Experiments
with ATM have so far been restricted to the performance measurement utility netperf, and aversion of the X11
video conferencing tool nv that we have ported to our ATM API. Pending the availability of more native mode
ATM applications for SWAN, we have used conventional TCP/IP based multimedia (and other) applications
such as nv, vat, and xmosaic, as the initial drivers of SWAN. Thisis accomplished by using the |P-over-ATM
approach of Section 5.5.

We have experimented with several scenarios of multimedia information transmission using the |P-over-ATM
mechanism. Figure 11 depicts some of the possibilities. In one such application the mobile user sees and hears
live video and audio feed, being transmitted from a camera and microphone equipped SGI Indigo. The popular
internet audio- and video-conferencing tools, vat and nv, are used in a host-to-host mode. The live feed can also
be replaced by pre-recorded video streams, such as movie and cartoon clips, transmitted by nv_play from a
remote host. In arelated experiment, a mobile user can use vat alone to conduct a voice conversation with
another mobile user, or with a user on awired host. Thisis a nascent step towards our eventual goal of fully
subsuming a multimedia PBX-like functionality in SWAN. A final application scenario that we have
experimented with is to let a mobile user play, in real-time, video and audio streams being fetched using the
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Figure 11: Using SWAN for Transmission of Multimedia Streams

Nemesis | Katseff94] multimedia service from a multimedia archives server containing audio, MJPEG video,
and accompanying documents and viewgraphs of talks given at AT& T. Nemesis uses adaptive rate-control so
that a reasonable video quality is obtained at the mobile over the wireless link. The JPEG decompression is
done in software at the mobile.

To conduct the above experiments with vat, nv, and nemesis, we used 486-based PC laptops running Linux as
mobile hosts. The NEC VERSA and AT& T Safari that we used have built-in audio I/0, and had FAWN
adapters plugged in via their PCMCIA ports. The IP-over-ATM experiments were done with a MAC that
divided the channel bandwidth (nominally 625 Kbps) equally in the receive and transmit directions, and as the
following section shows, the reliable TCP throughput measured in these experiments was about 227 Kb/sin
each direction. With such bandwidth, and software decompression at the mobile CPU, we got 10-15 frames per
second with Nemesis.
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Figure 12: Network Configuration for Performance Measurements with IP/ATM-60

7.0 Préiminary Performance M easurements

The performance measuremerperiments that we ka conducted saf fall into two categories. Initially
we focussed on understanding the characteristics of the wireless hop ariecthef @rious lav level design
choices. Br this we used IP conneaty with a simplified MAC which gves the tokn to the basestation radio
port and the mobile for N Link Cells each repeateldiyefect, this maks each channel a TDDiffTe-Division
Duplex) channel, with a frame length of N. Furthgince only IP trdic is being carried in theseeriments,
the MAC uses a non-standard M cell with 60 bytes of data body¥his gves us maximum performance by
eliminating the vasted bandwidth, as discussed in Section 4.3.2, due tx&ued4-byte Link Cells that are
currently supported byAWN's airinterface controllerWe refer to thesexperiments as using IPTM-60
connecwity. In a second set of on-goingperiments, we are measuring the performance of end-to-Elid A
connectvity. This of course uses the standard 53-byiiMAell with 48-byte body wer the wireless link as
well.

7.1 Experimentswith | P/ATM-60 Connectivity

Figure 12 shass the topology of the netwk used during>gerimentationTunis a 90 MHz Pentium/PCI PC,
configured as a gtevay betweerswan-net andcasta-net (the departmental ethernetjip andtot are
respectiely a NEC VERSA 100/4 and anTAT Safari 3181 notebooks. In the results which fallorCP
throughput vas measured usirttep 2 to transfer a 1 MBile from tun to nip over the wireless link, with no
other trafic on the link. The defult kuffering in ttcp was used. The antennas were placeficgeritly close to
each other that the error rate on the chanred minimal. A nearby spectrum analyzerwhd that no
abnormal interferenceas present at the time of theperiments. Using the standard K@Arame size of 10
cells for both transmit and reeei frames, the tesilé was transferred in 36.97 seconds, yielding a TCP
transfer rate of 28.36 KB/s (227 Kb/s).

2. Available as ftp://ftp.sgi.com/sgi/src/ttcp/.
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Figure 13: TCP Throughput vs. MAC Frame Size
7.1.1 Effect of MAC Frame Sizeon TCP Throughput

MAC frame size, which is the size of one transmissiostlbetween tow communicating M& level entities,
is an important parametever which the system designers/éaignificant control. Figure 13 shis the effect
that \varying MAC frame size has on TCP transfer rate. Tigisré reveals that small frame sizes/girise to
low transfer rates. This is to bgpmected because it tek some time to turn the wireless link from transmit
mode to rec@e mode and viceersa, due toverheads such as link synchronization. Small frame sizes do this
turn around more frequentlyielding lover data rates. The graph si®that a choice of 10 cells per frame is
guite acceptable; transfer rate dropkrapidly for smaller frame sizesubmuch lager frame sizes do not
obtain significantly higher transfer rates.

7.1.2 Effect of Transfer Size on Round Trip Delay

Figure 14 shars a plot of round trip delays on the wireless link, measured by ping time, for a range of payload
sizes. The times are theeaage times calculated from 10,000 widual samples for each payload size
measured. &/load sizes were measured in 60-byte increments, with 60-byte being the length of data body
used in the aiinterface packts for these IP/AM-60 experiments. Byload sizes smaller than A into a
single cell and result in a constant ping time. From A to B, increasing payload sizes correspond to a
proportionate increase in the number of cells transmitted increasing ping time at a rate of approximately 2 ms
per cell. B to C represents an increase in ping time caused by the payload starting t@ dpamds. The
average ping time is increased by about 25 ms because the time to transmit a paylbad twinclude an
unused recge frame between the tnransmit frames. From D to E we cagqpect a similar increase due to the
transmission nw including two unused recee frames. Since the MTU (the Maximumahsmission Unit
specifed to the IP layer) is 1024 bytes, payload size at this stage is increased by coeeltdwiue to IP
fragmentation.
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Figure 14: Ping Time in Milliseconds vs. Payload Size in Bytes

7.1.3 Effect of Packet Arrival Timeson Delay Jitter

The MAC frame structure induces noticeablé&eefs in end-to-end delay jittefigures 15 and 16 siathe
variation in ping times for tev sequences of 200 conseceatpaclets transmitted at intesls of 40 ms and 50
ms respectiely. In both cases the payload consisted af tells. In Figure 15, the smallest ping time is
obsered when both ping cells are generated at the end of a transmit frame so that the corresponding reply
arrives at the start of the xtereceve frame. The ping period is not perfectly synchronized with the frame
period, so a gradual drift occurs. As theadrof the ping cells is further remed from the end of the transmit
cycle, the obserd response times increase. In therstcase, the ping cells are generated atxtierae end
of the transmit frame, such that one of the cells misses the current frame and iigdothe n&t transmit
frame. The same process is occurring in Figure 2€e@ that in this @eriment, the ping period of 50 ms
causes consecwg transmissions to occur on alternating transmit and vedeames. This results in a
sequence of alternating shorter and longer ping times.

7.1.4 Discussion of | P/ATM-60 Results

Our results highlight some interesting challenges. FiratlyCP transfer rate of 28.36 KB/s alstthat we are
utilizing about 227 Kb/s or 73% of our 312 Kb/s bandwidth in a single direction. Secomellyireless
channel is implemented within a shared medium and we legs controler it than we wuld hare over a
wired, switch based netwk, so the praision of ary Quality Of Service (QOS) guarantees which are typically
associated with PM networks is made much more fiifult. The ping round trip delay times plotted in Figures
15 and 16 are goocamples of the challengeaded. The half of round trip times are essentially an estimate of
end-to-end delgyan important QOS parameté&wven on a simple point-to-point link such as the one used for
our periments, the &cts of haing to share the wireless medium between just transmit angdeeteinnels
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shows a marked effect on the achievable delays and delay jitter.
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Summary

7.2 Experimentswith ATM Connectivity

We are currently conductinggeeriments with AM connectvity in SWAN. The two applications that we
have used are theetperf performance measurement tool, andrh&ideo conferencing tool. @modifed
both these applications toovk with our A'M API library. Using the implementation of Etheave softvare
described in Section 5.4, wevgeobtained the folleing preliminary AM throughput numbers in the presence
of no hand-dk:

Rawv Radio Link Bandwidth 312 Kbps each ay
MAC Level Total Throughput 280 Kbps each ay
MAC Level User Data Throughput 210 Kbps each ay
End-to-end AM User Data Throughput| 190 Kbps each ay

These numbers shothe efect of certain features ofAWN as well as the iné€iencies of the user space
implementation of the Ethemave softvare. The discrepagcbetween the 280 Kbps MAlevel total
throughput, and the 312 Kbpswraadio link bandwidth is due to the SDL@avhead as well as because the
current airinterface controller implementation does notwallwll pipelining of the double Link Celldiffers so

that an interrupt handler comteswitch worth of delay is inserted betweenawwuccesse Link Cells. The 210
Kbps MAC level user data throughput is simply a result of thet that only 48 out of 64 bytes, of each
ATMLC Link Cell are being used for user data. The remaining 16 bytes are used for Link Cel] Adatler
headerand vasted due to thexied Link Cell size. The bandwidth of 210 Kbps corresponds to (48/64)*280
Kbps. Since we had no handsyfthere vas no loss of throughput due to signallingeads. The cell loss
due to noise @as also quite rgigible, with typically less than 0.25% cell loss rate obsérv

The 190 Kbps end-to-endl’M user data throughputas measured using netperf for a virtual circuit that went
from a Sun wrkstation, across aoFe ATM switch in the wired backbone, to a 8W basestation, and then
over the wireless link to the mobile host. The 190 Kbps measurement is the throughput as seen byethe recei
with no transport layer retransmission being done by the seksglex olwious, we are currently unable todi

the wireless link to its full M& level ATM user data capability of around 210 Kbps. This is a result of the user
space implementation of Etheave, in particular the D*f¢"module in Figure 10. PM cells from the wired
network have to traverse from the &re driver to DTS¢ (which uses the null M adaptation layer AALO to
read and write AM cells from the wired &AM adapter). D¥*¢"then sends the cells to thAWN card. A
reverse sequence of action éakplace on the resei path. Clearlythe user space process'tfis in the AM

cell data path between the wired netk and the wireless link. This results imesheads due to conte
switches and»dra kernel-user space data ¢opg. Furthera hug in Fore’s ATM driver sometime prents us

from transporting AM cells in blocks of multiple cells in the AALO mode when cells are being both sent and
received. This magniés the indiciencies of user space implementation. As a result, tH€9Module is
unable to send or resei data from RWN at full bandwidth, resulting in about 10% bandwidth loss with just
one VC. The loss is greater with more VCs because of increaseteads in D¥°¢' We are currently
migrating the D¥¢"functionality into a kernel resident dver, so that it will no longer be the bottleneck.

8.0 Summary

The SWAN project is e&ploring the seamless dediry of multimedia information to mobile users roaming in
an indoor setting. This is being accomplished by a gisgc exploitation of wireless access and QoS
specifiable AM virtual circuits. The first generation system igkly functional. Using IP delery over ATM,
we already hee initial experience with lre as well as stored video and audio transmission usiaga \at,
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and also with access to a multimedia arehiserer via Nemesis. Ware currently implementing nati mode
ATM applications for S\WN, and characterizing the end-to-en@iM\ performance in the presence of hand-
offs.
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