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On Spatial Capacity of Wireless Ad Hoc Networks
with Threshold Based Scheduling

Yue Ling Che, Rui Zhang, Yi Gong, and Lingjie Duan

Abstract

This paper studies spatial capacity in a stochastic wisedgshoc network, where multi-stage probing and
data transmission are sequentially performed. We proposeel signal-to-interference-ratio (SIR) threshold lthse
scheduling scheme: by starting with initial probing, eaeim$mitter iteratively decides to further probe or stag,dl
depending on whether the estimated SIR in the proceedingrgas larger or smaller than a predefined threshold.
Since only local SIR information is required for making tsamission decision, the proposed scheme is appropriate
for distributed implementation in practical wireless adat m@tworks. Although one can assume that the transmitters
are initially deployed according to a homogeneous Poissont process (PPP), the SIR based scheduling makes
the PPP no longer applicable to model the locations of retaimansmitters in the subsequent probing and data
transmission phases, due to the interference induced ioguipl their decisions. As the analysis becomes very
complicated, we first focus on single-stage probing and fivad when the SIR threshold is set sufficiently small
to assure an acceptable interference level in the netwhekptoposed scheme can greatly outperform the non-
scheduling reference scheme in terms of spatial capaciycMéarly characterize the spatial capacity and obtain
exact/approximate closed-form expressions, by propcsingw approximate approach to deal with the correlated
SIR distributions over non-Poisson point processes. Theswecessfully extend to multi-stage probing by properly
designing the multiple SIR thresholds to assure gradualorgment of the spatial capacity. Furthermore, we analyze
the impact of multi-stage probing overhead and present bipgecapacity tradeoff in scheduling design. Finally,
extensive numerical results are presented to demonshateerformance of the proposed scheduling as compared
to existing schemes.

Index Terms

Wireless ad hoc network, threshold based scheduling,admatpacity, stochastic geometry.

. INTRODUCTION

Wirelessad hocnetworks have emerged as a promising technology that candereeamless communication
between wireless users (transmitter-receiver pairs) auithrelying on any pre-existing infrastructure. In such
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networks, the wireless users communicate with each othardistributed manner. Due to the lack of centralized
coordinators to coordinate the transmissions among thes,ube wireless ad hoc network is under competitive and
interference-dominant environment in nature. Therebigieht transmission schemes for transmitters to effelgtive
schedule/adapt their transmissions are appealing foesyserformance improvement, and thus have attracted wide
research attentions in the past decade.

Traditionally, each transmitter is enabled to indepenglatecide whether to transmit over a particular channel
based on its own willingness or channel strength [1]-[41 #re transmission rate of each user can be maximized
by finding an optimal transmission probability or an optirobénnel strength threshold, respectively. Although easy
to be implemented, such independent transmission schemastdconsider the resulting user interactions in the
wireless ad hoc networks due to the co-channel interfereanoe thus do not achieve high system performance in
general cases. Therefore, more complex transmission sshbave been proposed to exploit the user interactions
by exploring the information of signal-to-interferenaio (SIR). For example, by iteratively adapting the traitsm
power level based on the estimated SIR, the Foschini-Mdjafgorithm [5] assures zero outage probability and/or
minimum aggregate power consumption for uplink transraissh a cellular network. In[]6], Yates has studied
power convergence conditions for such iterative powerrobaigorithms. Moreover, there have been some recent
studies (e.g.[]7] and_[8]) that extend the Foschini-Mil@milgorithm to the wireless ad hoc network through
joint scheduling and power control transmission schemesaddition, by adapting the transmission probability
depending on the received SIR] [9] has studied various ranaitcess schemes to improve the system throughput
and/or the user fairness. Howeveél, [5]-[9] either requaetretransmitter to know at least the wireless environment
information of its neighbors, or are of high implementatmmplexity, and thus are not appropriate for practical
large-scale wireless ad hoc networks.

On the other hand, due to the randomized location of eaclsrréier and the effects of channel fading, the
network-level performance analysis is fundamentally ingoat for the study of wireless ad hoc networks. It
is noted that Gupta and Kumar ih [10] studiedaling laws which quantified the increase of the volume of
capacity region over the number of transmitters in ad hoevowds. Moreover, to determine the set of active
transmitters that can yield maximum aggregate Shannorcitgpa the network, the authors i [11]-[13] addressed
the capacity maximization problem for an arbitrary wirslesl hoc network. Howevef, [10]-[13] did not consider
the impact ofspatial configurationof the ad hoc network, which is a critical factor that deteres the ad hoc
network capacity[[14]. It came to our attention that as a péwidool to capture the impact of wireless users’

spatial randomness on the network performance, stochgestimetry [15] is able to provide more comprehensive



characterization of the performance of wireless netwaaks, thus has attracted great attentions from both academy
and industry[[14],[[16]. Among all the tools provided by dtastic geometry, homogeneous Poisson point process
(PPP) [17] is the most widely used one for network topologydelimg and performance analysis. Under the
assumption that the transmitters are deployed accordirayiomogeneous PPP, the exact/approximate capacity
of a wireless ad hoc network under varioumlependentransmission schemes, such as Aloha-based random
transmission[]l1], channel-inversion based power confhldnd channel-threshold based scheduling [3], [4], can
all be successfully characterized by using advanced tooia Stochastic geometry. However, limited work based
on stochastic geometry has studied SIR-based transmisslemes, where theser interactionsare involved. It

is noted that[[18] studied a probability-based schedulicigeme, where each transmitter independently adjusts
its current transmission probability based on the rece8#l in the proceeding iteration. However, [18] only
studied the convergence of the probability-based schagiulithout addressing the network capacity with spaialit
distributed users. To our best knowledge, there has beenxisting work on studying the wireless ad hoc
network capacity with a SIR-based transmission schemecéje¢he impact of SIR-based transmissions is limitedly
understood from the network-level point of view.

A principle goal of this study is to use stochastic geometryfilt the void of wireless network capacity
characterization by an efficient SIR-based transmissidres®.To this end, we propose a novel SIR-threshold
based scheduling scheme for a single-hop slotted wireldsBoa network. We consider a probe-and-transmit
protocol, where multi-stage probings are sequentiallyffguered to gradually determine the transmitters that are
allowed to transmit data in each slot. Specifically, we asstinere are in totalV probing phases and one data
transmission phase in each slot< N < oco. We sequentially label th& probing phases as P-Phase?-Phasd,

..., and P-Phas® —1, and label the data transmission phase as D-Phase. Asdtein Fig. 1, if the feedback SIR
from receiveri in P-Phasé — 1, 1 < k < N — 1, is no smaller than a pre-defined threshold, transmittcides

to transmit in P-Phask; otherwise, to improve the system throughput as well as gav@vn energy, transmitter

i stays idle in the remaining time of the slot as(ini[19], so atetmther transmitters that have higher SIR levels
re-contend the current transmission opportunity. Sinah éansmitter only requires direct-channel SIR feedback
from its intended receiver for limited times, the proposetesne is appropriate for distributed implementation
in practical wireless ad hoc networks. In this paper, we atiarize the wireless ad hoc network capacity with a
metric calledspatial capacitywhich has been used in [20] and gives the average numbecoéssful transmitters
per unit area for any given initial transmitter density. e @t closed-form spatial capacity characterization and

maximization by exploring the SIR-threshold based trassioh.
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Fig. 1. lllustration of the SIR-threshold based transmoissn P-Phasé:: If the SIR in P-Phasé — 1 is no smaller than the threshold
v, > 0 in P-Phasek, the transmitter decides to transmit in P-Phasetherwise, it stays idle in the remaining time of this slot.

The key contributions of this paper are summarized as falow

« Novel SIR-threshold based scheduling schdm&ection Il, we propose a novel SIR-threshold based traaism
sion scheme for a single-hop wireless ad hoc network, whichle implemented efficiently in a distributed
manner. Though one can use a homogeneous PPP to model thastibdocations of the transmitters in
the initial probing phase, we find that due to the iterativR-8ased scheduling, the PPP model is no longer
applicable to model the locations of the retained transmsitin all the subsequent probing or data transmission
phases. Furthermore, since the SIR distributions in allpffebing and data transmission phases are strongly
correlated, it is challenging to analyze/characterizegih&tial capacity of the proposed scheme.

« Single-stage probing for spacial capacity improveméntSection lll, we start up with single-stage probing
(V. =1) to clearly decide the SIR threshold for the proposed schantecharacterize the spatial capacity.
We show that a small SIR threshold can efficiently reduce #taimed transmitter number and thus the
interference level in the data transmission phase, whikrgel SIR threshold will overly reduce the retained
transmitter number and does not help improve the spatiahagp We also propose a new approximate
approach to characterize the spatial capacity in closad;favhich is useful for analyzing performance of
wireless networks with interacted transmitters.

« Multi-stage probing for spatial capacity improvemefr: Section IV, we extend proposed scheduling scheme
from the single-stage probingV(= 1) to multi-stage probing/§ > 1) for greater spatial capacity improve-
ment. We show that once a sequence of increasing SIR thossaa properly decided over probing phases, the
spatial capacity is assured to gradually improve. As nsiétge probing can introduce non-ignorable overhead
in each time slot, which reduces the spatial capacity, wdysain interesting probing-capacity tradeoff over
the probing-stage numbeéy.

« Performance evaluations for network design:both Section Ill and Section IV, we also provide extensive



numerical results to further evaluate the impact of key peters of the proposed scheme. In particular, we
present a density-capacity tradeoff in Section IlI-C-1hjiath shows that a small initial transmitter density can
help improve the spatial capacity, while a large one wilfaduce high interference level and thus reduce the
spatial capacity. To highlight the spatial capacity imgnment performance of the proposed scheme, we also
compare the proposed scheme with existing distributeddadimg schemes in Section IlI-C-2). Moreover, we
consider a practical scenario with SIR estimation and faekiterrors and show that the proposed design is
robust to the SIR errors in Section 11I-C-3) by simulation. $ection IV, we study an example with = 2

and show the corresponding spatial capacity over both S#siiolds in P-Phase 1 and D-Phase. Interestingly,
our numerical results show that the former SIR thresholggpamore critical role in determining the spatial
capacity than the latter one, since the former SIR threstieides how many transmitters can have a second

chance to contend the transmission opportunity.

It is noted that some of the existing work has addressed tloeighput/capacity analysis of a wireless commu-
nication system from the information-theoretic point ofwi For example, Tse and Hanly considered a multipoint-
to-point system and characterized the throughput capaeifipn and delay-limited capacity region of the fading
multiple-access channel in_[21] and [22], respectivelyewmhthe optimal power and/or rate allocation that can
achieve the boundary of the capacity regions was deriveithoAgh appealing, both [21] and [22] have assumed
multiuser detection at a centralized receiver and ignohedimpact of the random network topology driven by
mobile transmitters and receivers mobility, and thus caeompletely provide network-level system performance
characterization with distributed single-user detecfiog, treating the multiuser interference as noise) kexsi
Unlike Tse and Hanly’s works i [21] and [22], we use stocltagtometry to model the large-scale random wireless
ad hoc network topology, and novelly analyze the netwoviell@erformance of the iterative SIR-threshold based
scheduling.

In addition, it is also noted that some existing work has aeldpools from stochastic geometry to study the non-
PPP based wireless network. For example, by using a PPP toxappate the underlying non-PPP based spatial
distribution of the transmitters’ locations, [23]-[27] W& successfully characterized the non-PPP based wireless
network capacity. Unlike[[23]-[27], due to the iterativeRSbased scheduling of the proposed scheme, we need
to address not only the non-PPP based spatial distributictheotransmitters’ locations, but also the resulting
strongly-correlated SIR distributions over all probingdattata transmission phases. To our best knowledge, such
correlated SIR analysis/chracterization in non-PPP basetess networks has not been addressed in the existing

work based on stochastic geometry.



[I. SYSTEM MODEL AND PERFORMANCEMETRIC

In this section, we describe the considered transmissibrmses in this paper. We then develop the network

model based on stochastic geometry. At last, we define thgakpapacity as our performance metric.

A. Transmission Schemes

We focus on the proposed scheme with SIR-threshold basestislihg. For comparison, we also consider
a reference scheme without any transmission schedulingbbth transmission schemes, we assume that all
transmitters transmit in a synchronized time-slotted neanWe also assume that all transmitters transmit at the
same power Ievg,which is normalized to be unity for convenience.

1) SIR-Threshold Based Schenfgased on the probe-and-transmit protocol, in each time Algirobing phases
with 1 < N < oo are sequentially implemented before the data transmiggiase. We assum¥ is a pre-given
parameter and its effects will be studied later in SectioI\Woreover, as shown in Fig. 1, we denote the duration
of a time slot and a probing phase @sand 7, respectively, withr < T, such thatNt < T, as in [19]. By
normalizing ovelT, the effective data transmission tinie a time slot is obtained ag‘T—NT which reduces linearly
over N [28]. Furthermore, we assume if a transmitter transmitdipig signals in a probing phase, its intended
receiver is able to measure the received signal power oeetdtal interference power, i.e., the SIR, and feeds
it back to the transmitter at the end of the probing phase. dgeeific algorithm design on SIR estimation and
feedback is out of the scope of this paper and is not our foboibtain tractable analysis, we assume perfect
SIR estimation and feedback in this paper, and thus the Slieva exactly known at the transmitter; however,
the impact of finite SIR estimation and feedback errors onnibsvork capacity is important to practical design
and thus will also be evaluated by simulation.

According to the feedback SIR level of its own channel, eaahdmitter iteratively performs the threshold-based

transmission decision in each P-Phase or D-Phase, for whilkletails are given as follows:

« In the initial probing phase, i.e., P-Pha8gto initialize the communication between each transmitied
receiver pair, all transmitters independently transmityimg signals to their intended receivers. Each receiver
then estimates the channel amplitude and phase (for pessiflerent communication in the subsequent
probing and data transmission phases), and measures #ieeSIR of the probing signal. Each transmitter

receives the feedback SIR from its intended receiver at tloeod P-Phasé.

In general, each transmitters can transmit at differentgudevels by iteratively adjusting its transmit power basedthe feedback SIR
information, as in[[b] or[[B]. However, in this paper, we migifocus on SIR-based transmission scheduling and thusaesansmit power
adaptation to be binary for simplicity.



« In each of the remaining probing phases from P-PhateeP-PhaseV — 1, by exploiting the feedback SIR in
the proceeding probing phase, each transmitter decidetherhi® transmit in the current probing phase with
a predefined SIR threshold. Specifically, suppose a tratesntiansmits in P-Phase— 1,1 <k < N — 1.

As shown in Fig. 1, if the feedback SIR in P-Phdse- 1 is larger than or equal to the predefined SIR-
threshold, denoted by, > 0 for P-Phasek, the transmitter continues its transmission in P-Phasad
thus receives the feedback SIR in P-Phasetherwise, to improve the system throughput as well as save
its energy, the transmitter decides not to transmit any nmoithe remaining time of this slot and will seek
another transmission opportunity in the next slot, so astmther transmitters that have higher SIR levels
to re-contend the current transmission opportunity.

« Inthe D-Phase, similar to the SIR-threshold based schagliitom P-Phasé to P-PhaseéV — 1, if a transmitter
transmits in P-Phas® — 1 and its feedback SIR in P-Phasé— 1 is larger than or equal to the predefined
threshold, denoted byy > 0 for the D-Phase, the transmitter sends data to its intenelesiver; otherwise,
the transmitter remains silent in the rest time of this sldte data transmission is successful if the SIR at
the receiver is larger than or equal to the required SIR Jelehoted by3 > 0.

2) Reference Schem@&here is no transmission scheduling in the reference schiere@ch time slot, we assume
all transmitters transmit data directly to their intendedaivers in an independent manner. Thus, the effective data
transmission time for the reference schemaliThe data transmission is successful if the SIR at the receive
is larger than or equal to the required SIR legeas the proposed scheme. Note that by implementing an initial
probing phase before the data transmission, the referaineem® can be improved to be a proposed scheme with

single-stage probing.

B. Network Model

In the next, we develop the network model based on stochgstienetry. For both considered transmission
schemes, we focus on single-hop communication in one péatitime slot.

For both schemes, we assume that all transmitters are indeptly and uniformly distributed in the unbounded
two-dimensional planéR?. We thus model the locations of all the transmitters by a hgeneous PPP with
density A\. Due to the lack of central infrastructure for coordinationthe wireless ad hoc network, we assume
the transmitters have no knowledge about their surroundiingless environment, and thus intend to transmit

independently in a time slot with probabilitye (0,1), as in [1]-[4]. Denote\q = A0 as the density of the initial

2|t is worth pointing out that for the reference scheme, atiahtraining is needed prior to data transmission for theeieer to estimate
the channel for coherent communication, similar to thaahjprobing of the proposed scheme with = 1, but without the SIR feedback
to the transmitter. Here, we have assumed that such trainows a negligible time overhead as compared to each statido.



transmitters that have the intention to transmit in a palaictime slot. According to the Coloring theory [15], the
process of the initial transmitters for both schemes is adganeous PPP with density, which is denoted by
®(. Without loss of generality, we assumeand# and hence\y are given parameters, and will discuss the effects
of \g later in Section IlI-C. We assume each transmitter has otemded receiver, which is uniformly distributed
on a circle of radiusi meters (m) centered at the transmitter. We denote the towabf thei-th transmitter and

its intended receiver as;, with x; € &y, andr; (not included in®,), respectively. The path loss between the
i-th transmitter and thg-th receiver is given by;; = |z; — r;|~*, wherea>2 is the path-loss exponent. We use
h;; to denote the distance-independent channel fading caaftiiom transmitted to receiver;j. We assume flat
Rayleigh fading, where alt;;’s are independent and exponentially distributed randorrabkes with unit mean.
We also assume thdt;;’s do not change within one time-slot. We denote the SIR atiitiereceiver as Slﬁ),

which is given by
higd™®

SIRY = 5= ()

vy edy,ji Milji’
Note that for the reference scheme without transmissioediding, SIF§O) gives the received SIR level at tli¢h
receiver for the data transmission of transmitteAs a result, in the reference scheme, the data transmis$ion
transmitter: is successfuif SIRZ(.O) > [ is satisfied.

Unlike the reference scheme, in the proposed schemé?)SjRIy gives the received SIR level at tixh receiver
in the initial probing phase P-Phase We then denote the point process formed by the retainedritters in
P-Phasé: with 1 < k < N — 1, or the D-Phase witlk = N, as®,.. We also denote Slfl‘f‘é) as the received SIR at
the i-th receiver in®;. Clearly, we haveb, = {z; € ®;_; : SIREk_l) > v}, where the number of transmitters in
®;, is reduced as compared to thatdy_;. Thus, it is easy to verify that Sfﬁ? 2SIR§k_1) for any given~y; >0,

Vi € &1 N d,. Moreover, similar to SII§9), for any &, k£ € {1,..., N}, we can express Sﬂfi as
hiid™®
Doz, edy ji il

SIRM = , ke{l,..,N}. )

It is worth noting that due to the SIR-based scheduling, thasmitters are not retained independentlydin
Thus, unlike SIFSP) in (@), which is determined by the homogeneous F%I?SIRE'“) in @) is determined by
the non-PPP®,, in general [[15]. For the proposed scheme, the data tranemis$ transmitter: is successfuif

SIRZ(.k_l) >, Vk € {1,...,N}, and SIFgN) > [ are all satisfied.

C. Spatial Capacity

Due to the stationarity of the homogeneous RRPIt is easy to verify tha®,, Vk € {1,...N}, is also stationary

[4]. We thus consider a typical pair of transmitter and reeein this paper. Without loss of generality, we assume



that the typical receiver is located at the origin. The tgpigair of transmitter and receiver is named pair 0, i.e.,
1 = 0. Denote thesuccessful transmission probabilitf the typical pair in the data transmission phase of the

proposed scheme withv probing phases or the reference schem@@tg or Py, respectively. We thus have

oY = ]P’(SIRSO) > 71, ---7S|R(()N_1) > ’YN7S|R(()N) > f). 3)
Py =P(SIRY > B). @)

We adoptspatial capacityas our performance metric, which is defined as the spatiasigjenf successful
transmissions, or more specifically the average numberaobitters with successful data transmission per unit
area. Considering the effective data transmission time fima slot, we thus define the spatial capacity by the
proposed scheme with probing phases and the reference schem@’as andC”, respectively, given by

o N éT—NT

AP, (5)

C" E2NPS. (6)

For the reference scheme, it is noted tRat given in [4), is the complementary cumulative distribotfanction
(CCDF) of SIF{)O) taken at the value gf. We then have the following proposition.

Proposition2.1: The successful transmission probability in the refereruteme is
Py = exp(—mhod’B< p), ()

wherep = [* =z dv. Whena = 4, we havep = 3.

The proof of Propositiof 211 is similar to that of [30, Themrg], which is based on the probability generating
functional (PGFL) of the PPP, and thus is omitted here.

Since the network interference level in the D-Phase ine®aser the initial transmitter densidy;, we find that
P in (@) monotonically decreases ovig as expected. Moreover, frorfl] (6) arid (7), we can obtain theesson
of C" as

C" = Ao exp(—mAod? B4 p). (8)

It is observed from[(8) that unlik@(;, the spatial capacit¢” does not vary monotonically ovey,, sinceC” can
be benefited by increasing, if the resulting interference is acceptable. Moreovermfrfd) and [(8), it is also
expected that botfP; andC” monotonically decrease over the distartbetween each transmitter and receiver
pair, due to the reduced signal power received at the regeine decrease over the required SIR level

Unlike the reference scheme, which is determined by the lgemeous PP®, the proposed scheme is jointly

determined by®, and a sequence of non-PPP8;}, 1 < k < N, where the resulting SIR distributions are
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correlated. Therefore, it is very difficult to analyze/cheterize the spatial capacity of the proposed scheme with
N probing phases. To start up, in the next section, we focus simple case with single-stage probiny & 1)

for some insightful results.

Ill. SIR-THRESHOLD BASEDSCHEME WITH SINGLE-STAGE PROBING

In this section, we consider the proposed scheme with siiglge probing, i.e.N = 1. In this case, there is
only one round of SIR-based scheduling, which is implenentéh the thresholdy;. For notational simplicity,
for the case ofNV = 1, we omit the superscripV and useP} andC? to represent the successful transmission
probability and the spatial capacity of the typical transenj respectively. Based ofl (3), the successful transomss

probability for the case ofV = 1 is reduced to

P? = P(SIRY >+, SIRY > ) 9)
=P(SIR)” > 71)P(SIR}" > BISIRY > 7). (10)
T—1

Moreover, whenN = 1, the effective data transmission time for the proposed rsehis - Sincer < T, we

assume the single-stage probing overhead is negligibtktlaus, the effective data transmission time becomes 1

as the reference scheme. Consequently, baseld on (5), wepaes®the spatial capacig as
CP =XoP%. (11)
Furthermore, by substituting (1.0) tb {11), we can exp@sslternatively as
c? =XP(SIRY > 41)P(SIR) > BISIRY > 71)
~MP(SIRY = gISIRY > ) (12)
where \| = )\OJP’(SIRSO) > 1) is the density of®, in the D-Phase, with\; < ). Based on Proposition 2.1, by
replacings with ~1, it is easy to find that
A = Xoexp (— mhod®; p). (13)

In the following two subsections, we compare the spatiahciyp of the two considered schemes, and characterize

CP for the proposed scheme.

A. Spatial Capacity Comparison and Closed-form Charaggion withy; =0 and~; >

In this subsection, we compare the spatial capacity of thegsed scheme with that of the reference scheme.
We then characterize the spatial capacityfor the proposed scheme and obtain closed-form expresgorike

cases ofy; =0 and~; > .
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First, from [6) and[(11), to compat® andC", the key is to compar®} andP{. In the reference scheme, denote
the total interference power received at the typical rezreds; = ine%#o hiolio. In the proposed scheme,
the received total interference power at the typical remein P-Phase 0 is thug, while that in the D-Phase is
given by I, = Zmi@h#o hiolio. FOr any~y; > 0, we havely > I; since®; C &g, and thus SIIZQ) > SIRL(O). As
a result, by changing over the value gfe [0, 00), we obtain the following proposition.

Proposition3.1: Given the required SIR leve? >0, for any~; €[0, c0), we have

CP > C", if 0 < < B (conservativdransmission regime
CP=Cr,ifyy=00rvy=¢ (neutral transmission reginje (24)
CP < C", if v > B (aggressiveransmission regime

Proof: Please refer to Appendix A. [ |

Remark3.1: Compared to the spatial capacity of the reference schenmpoBition[3.l shows that for the
proposed scheme with SIR-threshold based scheduling,atretreduced interference level in the D-Phase, the
spatial capacity is improved in the conservative transimissegime with0 < ~v; < 4. However, in the case of
the aggressive transmission regime with> /5 , where the transmitters that are able to transmit sucdésgfu
the D-Phase may also be removed from transmission, theneetaiansmitters in the D-Phase aneerly reduced.
Consequently, the spatial capacity is reduced in the agige$ransmission regime. It is also noted that in the
neutral transmission regime with =0 or v; =3, the spatial capacity is identical for the two schemes. At, l&
is worth noting that Proposition 3.1 holds regardless ofgpecific channel fading distribution and/or transmitter
location distribution.

Next, we characterize the spatial capadcityfor the proposed scheme witN = 1. We focus on deriving the
successful transmission probabiliB in (@). Unlike P} in @), which is given by the marginal CCDF of %ﬂfe
taken at value3, P} is given by thejoint CCDF of SII%O) and SII%” taken at valuegyi, 5). In the following,
we consider three cases = 0, 71 > 3, and0 < v, < 3, and find closed-form spatial capacity expressions for
both cases ofy; = 0 and~; > .

Specifically, for the simple case withh = 0, we can infer from Proposition 3.1 directly thét = C", which is
given in [8). For the case of; > 3, since SII%” > SIR&O), we have]P’(SIRél) > ﬁ\SIRéO) > ~1) = 1. According
to (I0), we thus obtairP) = ]P’(SIRSO) > ~1) in this case. By replacing with ~; in Proposition 211, we further

obtain thatP = exp(—ﬂ')\odzfylgp). As a result, based ofi{[11), we can expré&dor the case ofy; > 3 as
CP = Mg exp(—TAod*v{ p). (15)

Similar toC" given in [8), it is observed that’ for both cases of;, = 0 and~; > 3 does not vary monotonically

over )\g, but monotonically decreases over the distaideetween each transmitter and receiver pair. Moreover,
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unlike C™ and C? for ~; = 0, CP for oy > 3 is not related to the required SIR levgélany more, since all the
retained transmitters in the D-Phase meet the conditioélé@_hRB in this case.

However, for the case df<~; <, P) cannot be simply expressed by a marginal CCDF ofé@llﬁs in the
above two cases. Moreover, frofd (9), due to the correlatetwéen Sllép) and Sl%l) as well as the underlying
non-PPP®; that determines Slfé), it is very difficult, if not impossible, to find an exact expston of P and
thus C? in this case. As a result, in the next subsection, we focus rafiniy a tight approximate t6” with a

tractable expression for the case(of v, < 5.

B. Approximate Approaches for Spatial Capacity Charaetion with0 < v; <

This subsection focuses on approximating the spatial égpafcthe proposed scheme for the caséef~; < j.

We first propose a new approximate approachddrand obtain an integral-based expression. Next, to find a
closed-form expression fag?, we further approximate the integral-based expressioninédd by the proposed
approach. At last, we apply the conventional approximatraach in the literature and discuss its approximate
performance. The details of the three approximate appesaahe given as follows.

1) Proposed ApproximationfFrom [9), to find a good approximate #®) and thusC?, the key is to find
a good approximate to the joint SIR distributions diy and ;. Since ®; C ®,, we first divide the initial
PPP®, into two disjoint non-PPPsone is ®;, and the other is its complementary st = &, — ®;, which
is the point process formed by the non-retained transrsitit@erthe D-Phase. We denote the densitydqf as
Af=Xo—A1. Clearly,®; and®{ are mutually dependent. Denote the received SIR level dyfheal receiver ind{
as SIR" = hood ™/ 3 cq: hiolio. Since®,Ud§ =@y and®;N®§ =0, we havel /SIR)” = 1/(SIR"+SIR}").

As a result,[(P) can be equally represented by using the ghgttibutions of SIFgl) and SIFél’C).

Next, we state an assumption, based on which we can use a baopmg PPP to approximadg and o9,
respectively, such that the existing results on PPP imtmfge distribution in the literature can be applied to
approximate the joint distributions of Sgﬁ and Sl%l’c).

Assumption 1:In the proposed scheme withi = 1, the transmitters are retained independently in the D-€has
with probability P(SIR" > ;).

By applying Assumption 1, we denote the resulting point peses formed by the retained and non-retained
transmitters in the D-Phase &s and®¢, respectively. Clearly, bottk; and<i>fj are homogeneous PPPs. Moreover,
the density ofd; or <i>§ is the same as that df; or ®¢, respectively. Since the two homogeneous P®pPsnd
o5 are disjoint, they aréndependenbf each other([I5]. Denoté; =", 4 hiolio and If = i hiolio as the

received interference power at the typical receivebinand ®¢, respectively. We then usg (z1) and f;.(x2) to
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denote the probability density functions (pdfs) ofand ff, respectively. The following lemma gives the general
interference pdf in a homogeneous PPP-based network wigteigh fading channels, which is a well-known
result in the literature (e.g/._[31]).

Lemma3.1: For any homogeneous PPP of density 0, if the channel fading is Rayleigh distributed, the pdf

of the received interferenck at the typical receiver is given by

> (—1)H i/o) sin(2mi/ o 722/ '
L$ () MI(1+2/a) sin(2 />< A2/ )). (16)

fr(z)=— il x2/osin (27 /o

T “
=1

Moreover, whem = 4, (18) can be further expressed in a simpler closed-form as

569 = A (0) e (- 5. @

As a result, based on LemrhaB.1, by substituting\; to (18) and[(1l7), we can obtaify (z1) for the cases
of generale and a=4, respectively. Similarly, withh=\{, from (18) and[(1l7) we can obtaif}f(@) for general
a and a = 4, respectively. Therefore, by approximatidg and ®§ by $, and i)‘{, respectively, we can easily
approximate the joint distribution of Sgﬁ and SIFél’C) based on the interference pdfs (z1) and fflc(xg), and
thereby obtain an integral-based approximatéfoin the following proposition.

Proposition3.2: The successful transmission probability by the proposéémse for the case df < v, < g is

approximated as

hoo hoo __
[e3

OO_ Bd y1d
Pg%/ e hoo ffl (xl)/
0 0 0

Proof: Please refer to Appendix B. [ |

fff (1‘2) dwg dxl dhoo. (18)

Finally, by multiplying Ao with the right-hand side of(18), we obtain an integral-lshapproximate ta’? for

the case of) < v; < 8 as

hoo

o0 Bdo ﬁ%_l‘l
CP ~ )\ / e~ oo ffl (1'1)/ fflc (1‘2) dxo dxq dhog- (29)
0 0 0

Note that the proposed approximate approach considersatielation between Slg@ and SIFél), and only
adopts PPP-based approximation to approxirdatand®{ by o, andéb‘{, respectively. Since it has been shown in
the literature (e.g./ [23]-[26]) that such PPP-based appration can provide tight approximate to the correspogdin
non-PPP, the proposed approximate approach is able todertight spatial capacity approximate @ for the
case of0 < v1 < 5.

2) Closed-form Approximation fof_(19)Although the spatial capacity expression obtainedid ($9¢asy to
integrate, it is not of closed-form. Thus, based [od (18), @@i$ on finding a closed-form approximateR§ and

thus CP. We first increase the upper limit g‘fff(acg) in (I8) from ~,d* — x1 to v1d“ to obtain an upper bound
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for the right-hand side of (18). Then by properly lower-bding the obtained upper bound based on Chebyshev’s
inequality [32], we obtain a closed-form approximateRp, which is shown in the following proposition.
Proposition3.3: Based on the integral-based expression givefiih (18), @adifm approximate t@®; for the

case of0 < v < (3 is obtained as
PP~ exp(—mAd? B4 p) exp(—m A7 p). (20)

Proof: Please refer to Appendix C. [ |
From [11), [IB) and(20), we obtain a closed-form approxéntatspatial capacity of the proposed scheme for

the case of) < v; < 8 as

CP mXg x exp ( — 77)\0d2’ylgp) X exp [ — Ao exp(—mAod* vy p)d2ﬁ%p]
x exp [ g exp(—mXod>yy p)d>y p]. (21)

3) Conventional Approximationtt is noted that the conventional approximate approach énliterature (e.g.,
[23]-[26]), which only focuses on dealing with the non-PBP, can often yield a closed-form expression. Thus,
in the following, we apply the conventional approximate @y@eh and discuss its approximate performancé’to

First, since only the performance i#; is concerned by the conventional approximate approachakiest
]P’(SIRél) > ﬁ) as the successful transmission probability of the typicahgmitter in the D-Phase. Next, the
non-PPPR®; is approximated by the homogeneous RPRunder Assumption 1. We denote the received SIR at the
typical receiver ind; as SIFéi) = hood™*/ Y ,c, Piolio- Thus,]P’(SlRél) > j) is approximated bj?’(SlRéi) > 3).

At last, by adopting the product of and]P’(SIR(()i) > ﬁ) as an approximate to the spatial capacitya closed-form

approximate taC? for the case of) < v; < (3 is obtained as

P~ x P(SIRY > 4) (22)

(i))\o exp ( — 77)\0d2fy1Z p) exp { — TAg €xp ( — 71)\0(:l2’y1Z p) d255p} (23)

where(a) follows by Propositioi 2]1 and(13). Note that sinte= )y x ]P’(SIRSO) > 1), we can rewrite[(22) as
P~ Ao x P(SIRY) > ’yl)]P’(SIR(()i) > /) under the conventional method. However, according to timitien of

CP for N = 1, which is given in[[®) and(11), we ha@ = )\, x]P’(SIRéO) > 71, SIRél) > 3), where the distribution

of SIRél) is strongly dependent on that of %Pﬁ?as@l C ®. As a result, the conventional approximate approach
only focuses on the PPP-based approximat@tpbut ignores the dependence betwamnand ®,. Therefore,
(22) does not hold for representing, or reasonably appratimg, the spatial capacity of the proposed scheme.

In addition, by comparing(21) an@(23), it is observed tlatthe case of) < v; < /3, given any)\, > 0 and
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d > 0, the closed-form spatial capacity obtained based on thposex approach is always outperformed that by

the conventional approach.

C. Numerical Results

Numerical results are presented in this subsection. Aaogrb the method described ih [15], we generate a
spatial Poisson process, in which the transmitters areeglamiformly in a square ofom, 600m] x [0m, 600m].

To take care of the border effects, we focus on sampling thesinitters that locate in the interim square of
[200m, 400m] x [200m, 400m]. We calculate the spatial capacity as the average of theonletvapacity over 2000
independent network realizations, where for each netweakization, the network capacity is evaluated as the ratio
of the number of successful transmitters in the samplingsgito the square area ¢k 10°m?. Unless otherwise
specified, in this subsection, we set=4, § = 2.5, andd = 10m. We also observe by simulation that similar
performance can be obtained by using other parameters.

In the following, we first validate our analytical results thre spatial capacity of the proposed scheme and the
reference scheme without scheduling. To highlight theiagpaapacity improvement performance of the proposed
scheme, we then compare the spatial capacity achieved lprapese scheme with that by two existing distributed
scheduling schemes: one is the probability-based schediri[18], and the other is the channel-threshold based
scheduling in[[B] and [4]. At last, we consider a more pradti&cenario with SIR estimation and feedback errors,
and show the effects of the SIR errors on the spatial capa€itije proposed scheme.

1) Validation of the Spatial Capacity Analysi$Ve validate our spatial capacity analysis in Secfion lll+Ada
SectionI-B for both proposed and reference schemes.

Fig.[2 shows the spatial capacity versus the SIR threshgltbr both the reference scheme without transmission
scheduling and the proposed scheme with SIR-based schgdWlie set the initial transmitter density ag =
0.0025/m? in both schemes. The analytical spatial capacity of thereefee scheme is given ihl(8). By comparing
the simulation results for the proposed scheme with they#inal results for the reference scheme, we observe that
C" is constant ovet;; as expected. We also observe that 1) whea 8, C? >C"; 2) wheny; =0 or vy, =43, CP=C",
and 3) whemy; > 3, CP <C". This is in accordance with our analytical results in Pragms[3.1. Moreover, for
the proposed scheme, we addgt (8) dnd (15) as the analypiaahlcapacity for the cases of = 0 andv; > 3,
respectively, and observe that the analytical results efsipatial capacity fit well to the simulation counterparts.
Furthermore, for the case 0f < v, < g of the proposed scheme, where only approximate expres&orike
spatial capacity are available, we compare the approxipet®ermance of the three approximate approaches given

in SectionI[-B. It is observed that the integral-basedrespion by the proposed approximate approach, given in
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Reference scheme in (8) |

Spatial capacity

o Proposed scheme: simulation
Proposed scheme: analytical
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Fig. 2. Spatial capacity against with Ao = 0.0025 and 3 = 2.5.

(19), provides a tight approximate & for the case of) < v; < . In addition, as a cost of expressing in closed-
form, (21) is not as tight ag (19), bt (21) still provides asd approximate t6” for the case of) < 9 < 3. At

last, it is observed that the closed-form expression ginef28) by the conventional approximate approach cannot
properly approximat€? for the case of) < v; < § as expected.

Fig.[3 shows the spatial capacity versus the initial trattemdensity\, when~; < 3. We sety; =0.6. For the
proposed scheme, similar to the case in Eig. 2, we obserkreaitd close approximates are provided by (19) and
(27)), respectively, based on the proposed approximatenaphpy while improper approximate is provided by](23)
based on the conventional approximate approach. Moreibvemmbserved that the spatial capacity of the proposed
scheme is always larger than that of the reference schenen @i [8), for all values of\q, which is as expected
from Propositio_3]1 since; < 3 in this example. Furthermore, for both the proposed andeate schemes,
we observe an interestingensity-capacity tradeaffby increasing\y, the spatial capacity first increases due to
more available transmitters, but ag exceeds a certain threshold, it starts to decrease, due tmaohne dominant
interference effect. Thus, to maximize the spatial cagaaitder the system scenario set in Eijy. 3, the optinal
should be set a8.003/m?.

2) Performance Comparison with Existing Distributed ScasmiVe consider two existing distributed scheduling

schemes for performance comparison. The first scheme isteéhaive probability-based scheduling as [in][18].
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Fig. 3. Spatial capacity againdt. v1 = 0.6. 8 = 2.5.

Denote the transmission probability for transmittein P-Phaset, 1 < k < N — 1, and the D-Phase aﬁgk) or

o™, respectively. For any € {1,.., N}, [18] sets¢\*) = min (S'R?l),l). Intuitively, [18] provides a simple

and proper way to iteratively adjust the transmission pibdia ¢Z(.k). The second scheme is the channel-threshold
based scheduling with single-stage probing aslin [3] ahdvfiere the received interference power is not involved
in the transmission decision and each transmitter deca&ansmit in the D-Phase if its direct channel strength in
P-Phasé is no smaller than a predefined threshedi.e., h;; >~1. For a fair comparison, we consider single-stage
probing with N = 1 for all the proposed SIR-threshold based scheme, the pilipddased scheduling in [18],
and the channel-threshold based schedulinglin [3] ahd [4].

Fig. [4 shows the spatial capacities achieved by the propsskdme, the probability-based scheduling, the
channel-threshold based scheduling, and the referenesnectvithout scheduling. To clearly show the effects of
involving interference in the transmission decision fag firoposed scheme, we sét=+; = 0.4 for the channel-
threshold based scheduling. We obtain the spatial capatitye channel-threshold based scheduling by applying
its exact expression given inl[4]. Due to the lack of an expetial capacity expression for the probability-based

scheduling, we obtain its spatial capacity by simulatiore N8t our observations from Fig] 4 as follows:

« SIR based schemes v.s. channel-threshold based sclieimeobserved that by adapting the transmission

decision to the SIR, the achieved spatial capacities by tiwhproposed scheme and the probability-based
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Fig. 4. Spatial capacity comparison with existing disttdalischeduling schemes; = 0.4. 8 = 2.5.

scheduling are always higher than that by the channeltibtésbased scheduling, where the interference
information is not exploited. Moreover, the spatial capacif the channel-threshold based scheduling is
smaller than that of the reference scheme whgis small, and becomes larger whagnis sufficiently large.
This is in sharp contrast to the cases of the proposed schathéha probability-based scheduling, which
always guarantee capacity improvement over the referectoense without scheduling.

« SIR-threshold based scheduling v.s. probability-basdgkdaling: It is interesting to observe that although
both the proposed scheme and the probability-based se¢hgdadapt the transmission decision to the SIR,
the achieved spatial capacity by the former scheme is alidgiser than that by the latter one in this
simulation. This is because that the proposed scheme agh@rémprovement of the successful transmission
probability of each retained transmitter in the D-Phaseijemie probability-based scheduling only assures
such improvement with some probability. Moreover, it is @tved that the optimal initial transmitter density
that maximizes the spatial capacity of the proposed schemg+ 0.0036, which is larger than that for the
probability-based scheduling locating g} = 0.0026.

Note that for the proposed scheme, a lower SIR threshpldllows more transmitters to retain in the D-Phase,
SO as to have a second chance to transmit. Thus, by compasgngjrhulation results of the proposed scheme in

Fig.[4 with that in Fig[B, it is observed that the achievedropt spatial capacity ovek, with v; = 0.4 in Fig.[4
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Fig. 5. Effects of the SIR errors on the spatial capacity ef phoposed scheme; = 0.4. 5 = 2.5.

is larger than that withy; = 0.6 in Fig.[3. In addition, for all the considered schemes in Bigwe observe a
density-capacity tradeoff, which is similar to that in Fgy.

3) Effects of the SIR Estimation and Feedback Errovge consider a more practical scenario, where SIR
estimation and feedback errors exist in the implementatiothe proposed scheme, and show the effects of the
SIR errors on the spatial capacity. Similarly fol[29], wh#re channel estimation and feedback errors are assumed
to be zero-mean Gaussian variables, respectively, we &stherSIR estimation and feedback errors follow zero-
mean Gaussian distributions with variangg, and szfed' respectively. By further assuming that the two types of
SIR errors are mutually independent, the sum of both SIR®abtransmitte§, denoted byn;, follows zero-mean
Gaussian distribution with variane€ = o2, + aj%ed. Thus, in the presence of SIR errors, the feedback SIR level
at transmitteri in P-Phase 0 is Slﬁ) + n;. Moreover, if the feedback SIR level §ﬁ:>€+ n; > v for a given
SIR thresholdy; in P-Phase 1, transmittérdecides to transmit in P-Phase otherwise, it decides to be idle in
the remaining time of this time slot. Similar to its count@rpwithout SIR errors in Fid.]3 and Figl 4, the spatial
capacity with SIR errors is calculated as an average valee @l the transmitters’ random locations, the random
fading channels, as well as the random SIR errors.

Fig. [ numerically shows the spatial capacities of the psegoscheme in both cases with and without SIR

errors. We set> = 1072 and~; = 0.4 in this example. It is observed from Figl. 5 that whenis small, due to
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the resultant small interference in the network, each veceéifeeds back a sufficiently high SIR level é?ﬁ?to

its associated transmitter, such thathas a small probability to affect the transmitter’s decisibhus, we observe
that when) is small, the spatial capacity with SIR errors is tight totthdthout SIR errors. However, ak,
increases, due to the decreasedﬁ@llat each transmittef, the transmitters become more easily affected by the
SIR errorsn; when deciding whether to transmit based on E@)IFI%ni > 7. It is noted that when\ is sufficiently
large, the average SIR level at each transmitter becomegssveall; and even if SI{?Q) > ~; for transmitters,
SIRZ(.O) is close toy; with a large probability. Thus, under the case with zeroim@aussian distributed errar;,

for the transmitters with Slﬁ) > v in the SIR error-free case, it is more likely that these tmaitters become
SIRZ(.O) +n; < than SIF§O) +n; > 1 in the SIR error-involved case. Similarly, we can easily fthdt for the
transmitters with Slég) < 7 in the SIR error-free case, it is also more likely that thesmdmitters maintain
SIRZ(.O) +n; < v than SII'}‘O) + n; > v in the SIR error-involved case. Thus, the number of trarensitwith
SIRZ(.O) +n; <7 in the SIR error-involved case is larger than that with Z@IR ~1 in the SIR error-free case in
general. Hence, as compared to the case without SIR errorg, transmitters will be refrained from transmitting
in the D-Phase in the case with SIR errors, which improvestleeessful transmission probability in the D-Phase
due to the reduced interference. As a result, it is intergdth observe from Fid.l5 that when the initial transmitter
density \y increases to some significant point, the spatial capacitly IR errors becomes slightly higher than
that without SIR errors; and their gap slowly increases ovgafter this point. Therefore, inaccurate SIR may
even help improve the SIR-based scheduling performanceoire nmterference-limited regime, which makes the

proposed design robust to SIR errors.

IV. SIR-THRESHOLD BASEDSCHEME WITH MULTI-STAGE PROBING

In this section, we consider the proposed scheme with metatie probing, i.eV > 1. In this caseN probing
phases are sequentially implemented to gradually decigldérémsmitters that are allowed to transmit in the data
transmission phase. According fd (5), to find the spatiahcapC?" with N probing phases, we need to first find
the successful transmission probabimg’N given in [3). However, due to the mutually coupled user tnaiesions
over different probing phases, the successful transnmgsiobability in P-Phasé, 0 < £ < N, is related to the
SIR distributions in all the proceeding probing phasesn{fil®-Phase 0 to P-Phage- 1). Moreover, due to the
different point process formed by the retained transnsitiereach probing phase, the SIR correlations of any two
probing phases are different. Thus, it is challenging toresg the successful transmission probability and thus
the spatial capacity for the case witfi > 1 in general. As a result, instead of focusing on expressiagsiatial

capacityC”", we focus on studying how the key system design parametech, as the SIR thresholds and the
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number of probing phases, affect the spatial capacity of the proposed scheme Witk 1. In particular, unlike
the case withV = 1, where the single-stage overheAd = 7 < T is negligible, the multi-stage overheadr
with N > 1 may not be negligible. In the following, we first study the iagp of multiple SIR thresholds on the
spatial capacity by extending Proposition]3.1 for the cds& &= 1 to the case ofV > 1. We then investigate the

effects of the multi-stage probing overhead on the spa#iphcity.

A. Impact of SIR Thresholds

From [3) andl[(b), the spatial capacity of the proposed schisrdetermined by the values of SIR thresholds as
well as the time overhead’r for probing. To focus on the impact of the SIR thresholds,his subsection, we

assumeN T is negligible and thus have
PN = AP(SIRY > 71, ..., SIRSY ™V > 4y, SIRY > 5) (24)

where the distributions of S@E‘(’)’s, 0 < k < N, are mutually dependent and all tih¢’s, 1 < k£ < N, are non-PPPs

in general. It is also noted that for any< k£ < N, we haved;, C ®&,_; for v, > 0. Thus, the network interference
level in @, is reduced, as compared to thatdn_;. As a result, by extending Propositibn 13.1 for the case of
N =1, we obtain the following proposition for the case &f> 1.

Proposition4.1: Consider two proposed schemes with arbitrafy— 1 and NV probing phases, respectively,
N > 1. Suppose the two schemes adopt the same SIR threshotd0 in each®y, Vk € {1,...,N — 1}. Then
given 8 > 0, by varying the SIR thresholdy € [0,00) in the data transmission phase for the proposed scheme
with N probing phases, we have the following relationship betw@&eh andc?V—! based on[{24):

crN > epN=L i 4y < gy < B (conservativeransmission regime
crlN = cpN=100f 0 < 4y < yn-1 or vy = B (neutraltransmission regime (25)
crN < cpN=10if 4y > B (aggressiveransmission regime

Proof: Please refer to Appendix D. [ |
Remark4.1: Similar to the case of Propositidn 8.1, in Proposifion 4nlthie conservative transmission regime
with yy_1 < vn < B, we obtain improved spatial capacity; in the aggressivestrassion regime withyy > 5,
we obtain reduced spatial capacity; and in the neutral mé&son region with) < vy < yy_1 Or Yy = 3, we
obtain unchanged capacity. Moreover, based on the factthieatonservative transmission decision is beneficial
for improving the spatial capacity of the proposed scheneeohtain the following corollary, which gives a proper
method to set the values of all the SIR-thresholds, suchtligaimprovement of spatial capacity over the number

of probing phases is assured.
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Fig. 6. Spatial capacity against and~, for N = 2.

Corollary 4.1: For a proposed scheme wif¥i > 1 probing phases with negligible overhead, if the designdl S
thresholds are properly increased(®s 7; < --- < yv < 3, the resulting spatial capacity’’" increases with
the number of probing phaséé.

It is worth noting that based oR (24), for a givan > 0, C*" is only determined by the successful transmission
probability Pg’N, given in [3). Thus, both Propositién #.1 and Corollaryl 4soaapply forpg’N.

In the next, we provide a numerical example with= 2 to further discuss the impact of SIR thresholds on
the spatial capacity. In this example, we set= 4, 3 = 2, andd = 10. Fig.[8 shows the corresponding spatial
capacity overy; € [0,] and~, € [0,0]. It is observed from Fidg]6 that i6 < +, < 1, the spatial capacity
achieved at~1,v2) remains unchanged oves; and if 2 > ~1, the spatial capacity achieved @t ,2) is always
larger than that achieved &t,,0). Apparently, this is in accordance with Propositlon] 4.1.r&ver, among alll
the points overy; € [0,] and~, € [0, 5], such trend is more obviously observed for smglland small~s.

In addition, it is also observed that the spatial capacityegamuch faster ovet; than overy,, and whemny, is
sufficiently large, the resulting spatial capacity does ettange much ovetfs. As a result, the SIR thresholg
plays a more critical role in determining the spatial capattian~s, sincevy; determines how many transmitters
can have a second chance to contend the transmission opiporéeurthermore, it is observed thato achieve

a higher spatial capacity, it is preferred to start with a ding; > 0, and then set, < g with an increasing
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step-size, i.e1 — 0 < 9 —y1. As shown in this example, the maximum spatial capacity isSexeld aty; = 0.15

and~e = 0.8; and the spatial capacity g = 0.15 reduces very slowly ovet, € [0.8, 3].

B. Effects of Multi-Stage Overhead of Probing

In this subsection, we assume the multi-stage overidéador probing is not negligible and study the effects of
N7 on the spatial capacity. In this case, it is easy to find figjtt{at the effective data transmission time is reduced
over the probing-stage numbaf, which reduces the spatial capacity. On the other hand, €onollary[4.1, under
the constraint thah < v, < --- < yn < 3, the successful transmission probability increases oveAs a result,
from (8), there exists a probing-capacity tradeoff ogemunder the condition thai < v; < --- < vy < 8. In the
following, we illustrate the probing-capacity tradeoff aynumerical example (see FId. 7).

In this example, we show the spatial capacity of the propcategme over the number of probing phadés
We seta =4, g = 2, d = 10, and the time slot duratiof® = 1 second (s). We consider two cases with= 0s
and T = 0.04s, respectively, where the time overhead for probing is Zeraghe former case and non-negligible
for the latter one. For both cases, as enlightened by [Fig.e6start withy;=0.01 and gradually increass,,

2 < k < N, based ony, = v,_1 + 0.01%k, which gives an increasing step-size Wit — yx_1 < Yg+r1 — Y- 10
ensureyy < 3, the maximum allowableV is obtained ad9. As shown in Fig[T, it is observed that the spatial

capacity increases ovéy for the case withr = 0, which validates Corollarj4l1. Moreover, for the case with
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7 = 0.04, the probing-capacity tradeoff is observed as expedtesispatial capacity first increases ovafr, due
to the improved performance of successful transmissiobaintity, but after N = 10, the spatial capacity begins

to decrease ovelN, due to the more dominant effects of the reduced data traassom time.

V. CONCLUSION

In this paper, we addressed the spatial capacity analydislaaracterization in a wireless ad hoc network by an
efficient SIR-threshold based scheme. For single-stagamypwe showed the conditions under which the spatial
capacity of the proposed scheme performs strictly bettn that of the reference scheme without scheduling. We
also characterized the spatial capacity of the proposeensehin closed-form. In particular, we proposed a new
approach to approximate the spatial capacity, which isuligef analyzing performance of wireless networks with
interacted transmitters. For multi-stage probing, we mokéel the results for the case of single-stage probing, and
gave the condition under which the spatial capacity of treppsed scheme can be gradually improved over the
probing-stage number. We also studied the effects of rstadtye probing overhead and investigated the probing-
capacity tradeoff.

Although the considered on/off power control in this pagemore practical than the multi-level power control
for implementation([33], it is interesting to extend ourwetk-level performance analysis to the multi-level power
control in our future work. One issue needs to be properlyresiied is the power convergence in the stochastic
network. Unlike the power convergence studied[ih [5] andf{] deterministic wireless networks, the transmit
power level of each transmitter in the current probing phastochastically determined by the SIR distributions in
all the proceeding probing phases. Moreover, due to therdifit point process formed by the retained transmitter
in each probing phase, the SIR distributions in all the prglphases are mutually different. Although challenging,
it is of our interest to find the condition that assures the grogonvergence in our considered stochastic network,
and study the spatial capacity in a stable system with cgegepower level of each transmitter. In addition, we are
also interested to extend our current study on synchronizesdmission to the asynchronized transmission in our
future work. Unlike the synchronized transmission, duehriewly added transmitters in each probing phase, it is
more difficult to control and analyze the interference infepobing phase. Moreover, note that the asynchronized
transmission may cause unstable communication qualityghfertransmitters. It is thus of our interest to design
effective transmission scheme that can assure stable coimation quality for all the transmitters, by effectively

controlling the network interference to improve the sgatipacity in our future work.
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APPENDIX A
PROOF OFPROPOSITIONE T

By expressing SIEQ) = hgod~*/Iy and SIFél) = hood~ /I, based on[{4)[{6)[(10) and(11), we have

CP_ P(hoo 271d*Io) X P(hoo = Bd* I1 |hoo = 71 Io) (26)
cr P(hoo > Bd* o) .

In the following, we comparc% with 1 by varyingy; € [0,00). Clearly, wheny; = 0, & CT = 1. Next, we
consider the case of; > . Sincely > I, if v > 3, we obtainP(hgy > Bd*I1|hoy > 711d*Ip) = 1
Moreover, for the non-negative and continuous random bkesahyy and Iy, it is easy to find that ify; > 3,
P(hoo > 11d*Iy) < P(hgo > fd*1y), and if y1 = 3, P(hoo > v1d*1y) = P(hgo > Bd*Iy). As a result, from[(26),
if v > 3, % < 1, and ify; = g, % = 1. At last, we consider the case 0f< v; < . In this case, we have

P(hoo > ’yldal()“loo > ﬁdafo) =1, or equivalently,

P(hoo >~1d*Io) X P(hoo > Bd* Io|hoo >71d* 1)

Plhoo = Bd*Ty) =t @7

Moreover, sincey; #0 in this case, we havey, (z) > Fr, (z), Vx>0, whereFy, (-) and Fy, (-) denote the cumulative

distribution functions (CDFs) ofy and;, respectively. It is then easy to verify thBthoo > Sd“11|hoo >y1d* o) >

P(hoo > Bd*Io|hoo > v1d* 1)), for which, by multiplying% on both sides and based ¢n](27), we have
P(hoo > 71d“1Io) x P(hoo > Bd*I1|hoo > vy1d*1o)

> 1.
P(hoo > Bd*Iy)

That is, gf > 1. Propositio_3.11 thus follows.

APPENDIX B
PROOF OFPROPOSITIONZ. 2

Under Assumption 1, we obtain two independent PBPsnd &, with &; U ®§ = &y and®; N &$ = (). Since

from (9), it follows that

P =P(SIR” > 4;,SIR}" > )
h h
—P( > hiolio < . > hiolio < ﬂf@

1€D¢,i#£0 2€<I> ,i#0

we have

h h
~P (( > haliot Y hiolzo) < 712)‘“ > hiolio < 522)

iedy i#£0 i€®,i#£0] ied,
. . hoo » h
:P<11+1f_ da,ll < ﬁsg)
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Due to the independence @ and ®¢, I; is independent of {. Given hg, we thus have

P je o foo o hoo
IP’<11 +If < da,fl < ﬁda‘hoo)
mo e
=/ fjl(wl)/ fie(@2) dwy day. (28)
0 0

By integrating [(28) over the (exponential) distribution/af,, we obtain [(IB). Proposition 3.2 thus follows.

APPENDIXC
PROOF TOPROPOSITION3.3
In this proof, we first derive an upper bound for the right-thaide of [I8), and then by properly lower-bounding
the obtained upper bound, we give a tractable approximaf® to
First, in (18), by increasing the upper limit jgf(xg), i.e., y1d® — x1, to v1d*, the tight approximation of}

is upper-bounded as

hoo

Bdo " & 1
(I)) / / f[ .Z'l / f[lc(l'Q) dl’Q d.Z'l dhoo

< / —hoo ffl (xl) fIC (ZIQ) d$2 dl’l dhOO (29)
0 0

hoo hoo

Next, denoteY; (hoo) = fo‘mff (1) dz1 and Ya(hoo) = fo”ld"fff (x2) dzo. We can rewrite[(29) as

/ _h"“/ﬁda xl)/ww}ff(l'ﬁdxz da1 dhoo = E[Y1(hoo)Y2(hoo)] - (30)
0

Note that bothY;(hoo) and Ys(hoo) are monotonically increasing oveéy,. Thus, according to the Chebyshev’s

inequality [32], the right-hand side df (B0) can be lowerhded as
E[Y1(hoo)Ya2(hoo)] = E[Y1(hoo)]E[Y2(hoo)]. (31)

For E[Y1(hoo)] in @T), by integrating; (hoo) over the exponential distributefe,, we obtain that

E[Y1(hoo)] / / 1) dx1 dhoo
h
—p(0<i < ﬁsg)

2 exp(~mMd?B7 ), (32)

where (a) is obtained based on Proposition]2.1, by replaciggvith A;. Similarly, we can obtain that
E[Ya(hoo)] = exp(—mA{d*yy p). (33)

Finally, by substituting[{32) and(B3) into the right-haridesof (31) and then adopting the resulting right-hand
side of [31) to approximat®], we can obtain a tractable approximateRf for the case of) < v; < § as in

(20). Propositioh 313 is thus proved.



27

APPENDIX D
PrROOF TOPROPOSITIONZ ]

From [24), we have
PN = \P(SIRY > 1, .., SIRY Y > 70 )P(SIRYY) > 8ISIRY > 41, .., SIRN ™V > 4y). (34)

Thus, based ori_(24) and {34), we have

p, N (0) > . (N_l) >
G~ _ PSRz, SIR) = ’YN)]P(SleN) > BISIRY > 7, SIRY ™ > y).  (35)
P N—1 (0) (N—1) 2T

Since both proposed schemes adopt the same SIR threshofds any k € {1,..., N — 1}, the distributions of

these SIFS’C)’S are the same for both proposed schemes and thus do not thifecatio ofcf,g—l;N,l. Hence, in the

following, we focus on the distribution SSIP\D by varying~y € [0,0), and comparecf,gN;]i1 with 1. With a proof

similar to that of Propositioh 3.1, it is easy to verify that
1) if 0 < vy < ~yn_1, the distribution of SII%M is the same as that of S&ﬁ_l); and thus we havgocfjv—zil =1;
2) if vy > 8, P(SIRSY) > BISIRY > 41, ,SIRN ™ > 45) = 1, andP(SIR > ~y,--- ,SIR Y >
V) < P(SIR&O) >y, ,SIRéN) > 3), where =" holds whenyy = . Thus, from [3b), ifyy > 8,
S <1 and ity = B, e =13
3) if yw_1 <yn < S, we have

N B(SIRY =1, SRSV > )
N1 > P (0) (N-1)
; (SIRY = .-+ SIRy = 8)
x B(SIRY ™V > BISIRY > 51, SIRY ™Y > 4x) = 1.

Propositiof 4.1 thus follows.
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