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Power Analysis Attacks against FPGA

Implementations of the DES

Abstract. Since their publication in 1998 [1], power analysis attacks
have attracted significant attention within the cryptographic commu-
nity. So far, they have been successfully applied to different kinds of
(unprotected) implementations of symmetric and public-key encryption
schemes. Most published attacks apply to smart cards and only a few
articles asses the vulnerability of FPGA implementations to power anal-
ysis attacks [2, 3]. In this paper, we demonstrate the specificity of this
kind of platform in the context of Differential Power Analysis (DPA).
First, we show that the original attack described in [1] and its most re-
cent developments [4] are hardly applied to FPGAs because the physical
behavior of such devices is different than smart cards. Then we gener-
alize the power consumption model and apply it to FPGAs. Finally, we
describe a correlation attack were theoretical predictions of the power
consumption are correlated with real measurements in order to make an
efficient use of all the collected data. All these techniques are successfully
applied to an FPGA implementation of the DES, being the first effec-
tive side-channel attack against FPGA implementations of block ciphers.

Keywords: Secure hardware and smartcards, FPGAs, Differential Power
Analysis, correlation attacks, Data Encryption Standard.

1 Introduction

The design and implementation of field-programmable gate array (FPGA) tech-
nology is rarely described in the literature because much of the information is
proprietary. In general, FPGAs may be viewed as a “sea” of programmable logic
gates where the logic, but also the routing are user-programmable. As a conse-
quence, the implementation of FPGA designs can be performed at the user site.
Synthesis and implementation tools allow to translate the high level description
of a design into the programming file for an FPGA. For these reasons, FPGAs
are becoming increasingly popular, especially for rapid prototyping. Many recent
publications illustrate their growing performance and flexibility for any digital
signal processing applications (e.g. video processing, cryptography).

In this paper, we first try to characterize the power consumption of certain com-
mercially available FPGAs. We focus our attention to the static RAM-based
(volatile) programming technology that is used in several recent devices (e.g.
Xilinx Virtex, [5]). In these FPGAs, programmable logic and connections are
controlled by SRAM cells. We present the general architecture of logic blocks,
connection blocks and programming circuits. Although this does not exactly
correspond to commercial devices, it is probably a good illustration of how an
FPGA behaves at the transistor level. Then, we investigate the power consump-
tion of these circuits.
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For implementation of cryptographic algorithms, not only the performances of a
circuit are important, but also its security against implementation attacks. The
second part of this paper investigates the specificity of FPGAs in the context
of power analysis attacks. In Differential Power Analysis, an attacker uses an
hypothetical model of the attacked device to predict its side-channel output.
These predictions are then compared to the real measured side-channel out-
puts in order to recover secret information (e.g. key bits). The quality of the
model highly influences the effectiveness of the attack. Based on reasonable as-
sumptions on their power consumption, we demonstrate that the original attack
described in [1] and its most recent developments [4] are hardly applied to FP-
GAs because the physical behavior of such devices is different than smart cards.
Then we generalize the power consumption model and apply it to FPGAs. We
also describe a correlation attack where theoretical predictions of the power con-
sumption are correlated with real measurements in order to make an efficient
use of all the collected data [6]. The resulting attack is more efficient than the
popular “multiple-bit” DPA and allows interesting theoretical predictions of the
attacks with simulated data. Finally, we successfully apply these techniques to
an FPGA implementation of the DES, being the first effective side-channel at-
tack against FPGA implementations of block ciphers.

This paper is stuctured as follows. Section 2 briefly remembers the basics of
CMOS circuits power consumption. Section 3 describes how FPGAs may be im-
plemented in CMOS technology and section 4 describes the power consumption
of the resulting circuits. Section 5 presents some preliminary tests and section 6
briefly describes the DES and its FPGA implementation. Section 7 defines the
original DPA and we illustrate why its model does not fit to FPGAs. Section 8
presents a practical attack where we modified the selection function in order to
take the physical behavior of FPGAs into account. Section 9 describes the cor-
relation attack against FPGA implementation of the DES. Finally, conclusions
are in section 10.

2 Static CMOS power consumption

The most popular technology used to build programmable logic is static RAM1.
In SRAM-based FPGAs, the storage cells, the logic blocks and the connection
blocks are made of CMOS gates. In the next section, we briefly introduce static
CMOS circuits and their power consumption [14–16].

2.1 Static CMOS gates

A static CMOS gate is a combination of two networks, called the pull − up
network (PUN) and the pull− down network (PDN). The PUN consists solely

1 SRAM: Static Random Access Memory, see appendixes, Figure 9.
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of PMOS transistors and provides a conditional connection to VDD. The PDN
potentially connects the output to VSS and contains only CMOS devices. The
PUN and PDN networks should be designed so that, whatever the value of the
inputs, one and only one of the networks is conducting in the steady state. As a
consequence, theoretically, static CMOS gates have no static power consumption.

b

c

d

a
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d+a.(b+c)

CL

Fig. 1. Static CMOS gate.

2.2 Power consumption of static CMOS circuits

In practice, there are three components that establish the amount of power
dissipated in static CMOS circuits. These are:

1. Static dissipation.
2. Short circuit power dissipation.
3. Dynamic dissipation.

Static power consumption: The static dissipation is due to small current
leakages in diodes and transistors. It is therefore the product of the device leak-
age current and the supply voltage. A useful estimate is to allow a leakage cur-
rent of 0.1nA to 0.5nA per gate at room temperature. Then total static power
dissipation PS is obtained from

PS =

n
∑

1

leakage current ∗ supply voltage (1)

Where n is the total number of devices. It is worth mentioning that the junction
leakage currents are caused by thermally generated carriers. Therefore their value
increases with increasing junction temperature, and this occurs in an exponential
fashion.

Short circuit power dissipation: Short circuit power consumption refers to
the scenario where power is dissipated with the momentary existence of a direct
path from the power supply to ground. The scenario occurs when both NMOS
and PMOS devices are conducting. For carefully designed circuits, short circuit
power dissipation is negligible.

Appeared in Proceedings of Field-Programmable Logic and its Applications, Lecture
Notes in Computer Science 3203, J. Becker, M. Platzner, and S. Vernalde (eds.),

Springer-Verlag, pp. 84–94, 2004. c©2004 Springer-Verlag



4

Dynamic power consumption Dynamic power consumption is due to the
charge and discharge of the load capacitance CL (see Figure 1) and is the most
important part in the power consumption of a CMOS device. It can be evaluated
by observing that during the low-to-high transition, CL is loaded with a charge
CLVDD. This charge requires an energy from the supply equal to CLV

2
DD (=Q×

VDD). The energy stored on the capacitor equals CLV
2
DD/2. This means that

only half of the energy supplied by the power source is stored on CL. The other
half has been dissipated by the PMOS transistor. Notice that the percentage
of energy dissipation is independent of the size (and hence the resistance) of
the PMOS device. During the discharge phase, the charge is removed from the
capacitor, and its energy is dissipated in the NMOS device. In summary, each
switching cycle (L→H and H→L transition) takes a fixed amount of energy,
equal to CLV

2
DD. If the gate is switched on and off f times per second, the

power consumption equals:

PD = CLV
2
DDf (2)

As a consequence, the power dissipation is data dependent and is a function of
the switching activity of a circuit. This point is essential for security as it is the
basic assumption made by most attackers.

2.3 Switching activity of logic gates

Power in static CMOS circuits is mainly consumed during the switching of the
gates and can be expressed as:

PD = CLV
2
DDf0→1 (3)

with f0→1 the frequency of energy-consuming transitions (or 0→ 1 transitions
for static CMOS). Computing the dissipation of a complex gate is complicated
by the f0→1 factor, also called the switching activity. One concern is that the
switching activity of a network is a function of the nature and the statistics of the
input signals. If the input signals remain unchanged, no switching happens and
the dynamic power consumption is zero. On the other hand, rapidly changing
signals provoke plenty of switching and hence dissipation. These factors can be
incorporated by introducing a slight modification in equation 3:

PD = CLV
2
DDP0→1f (4)

with f the average event rate of inputs and P0→1 the probability that an input
transition results in a 0→1 (or consuming) event.

Note that the dependence of power consumption on circuit activity highly de-
pends on the technology considered. The power consumption in static CMOS
circuits is proportional to switching activity. In the case of dynamic circuits,
power is only dissipated when the output is set to zero which results in a differ-
ent power consumption model.
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3 Field Programmable Gate Arrays

3.1 General description

In general, FPGAs [17–26] may be viewed as a “sea” of programmable logic gates
where the logic, but also the routing are user-programmable, as illustrated in
Figure 2. In RAM-based FPGAs, SRAM cells are used to store the configuration
bits that program the different components of the device (e.g. logic blocks, con-
nection blocks, ...). A basic SRAM cell is described in the appendixes (Figure 9).
Configurable logic blocks are usually made of 4-input lookup tables2 and storage
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Fig. 2. FPGA: high level view.

elements (D flip flops). Additional logic elements (e.g. XOR gates, multiplexors)
are often provided in the logic blocks of recent devices and allow efficient im-
plementations of arithmetic functions, RAM blocks, ... Next to the logic blocks,
FPGAs also contain programmable routing (connection blocks, switch blocks)
and I/O buffers. Programable connections of FPGAs are used to connect the
logic blocks to routing channels and to provide connectivity between the differ-
ent routing channels. Two solutions are usually considered to implement these
connections. A first solution is to use switches, i.e. pass transistors controlled
by a RAM cell. Another possibility is to use multiplexors. The principal advan-
tage of multiplexors is that a single bit of control manages several switches and
therefore the use of RAMs is more efficient. The major drawback is the critical

2 LUTs are programmable components that allow to implement any function of 4
input bits and 1 output bit. They are usually implemented as 16 x 1 multiplexors.
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path of the signal through multiplexors. Finally, Embedded memories or multi-
pliers are present in certain recent FPGAs but not represented in Figure 2. As
an illustration, a high-level view of the logic block of Xilinx Virtex FPGAs is
given in the appendixes (Figure 10) with the general architectures for all the
usual components of FPGAs : lookup tables (Figure 11), flip flops (Figure 12),
buffers (Figure 13) and connection blocks (Figures 14 and 15).

3.2 Programming technology

Different techniques for programming FPGAs (i.e. to load the configuration bits
into SRAM cells) were identified in the open literature. The simplest one is to
connect all the bits into a long shift register as illustrated in the appendixes
(Figure 16). This requires only one pin to input the programming data but
is the slowest method. Faster configuration speeds are obtained by organizing
programming bits into memories and to manage them as parallel data.

4 Power consumption of FPGAs

Based on previous descriptions, we may clearly asses that the power consumption
of FPGAs will not significantly differ from the one of static CMOS integrated
circuits. However, a notifiable feature of FPGAs is that they are made of different
resources (e.g. logic blocks, connections) of which the power consumption dif-
fer because of different effective load capacitances. As a consequence, the power
consumption of FPGA designs will not only depend on their switching activity
but also on the internal resources used.

Recent works [27–29] tried to identify these important resources in the FPGA
architecture and to characterize their power consumption. Using a large set of
real designs, it is possible to evaluate the effective capacitance of each resource.
Then the power consumption of a design is estimated by using switching activity
and capacitance values. As a motivating example, we refer to the results pre-
sented in [29]. According to this work, the power dissipation share of routing,
logic and clocking resources in Xilinx Virtex-II FPGA family are 60%, 16% and
14% respectively3. The effective capacitance of all resources are given in Table
1. In this table, the segmented routing architecture include wires that travels
two logic blocks (called Doubles), six logic blocks (called Hexes) and the length
of the chip (called Longs), in both vertical and horizontal dimensions. There are
also two sets of switches to connect the wire segments to the inputs and out-
puts of each logic blocks. We refer to these sets as Input Crossbar (IXBar) and
Output Crossbar (OXBar). These results show that, other than global wiring for
clocking, the resources with the largest effective capacitance are inputs to LUTs.
The components with the second highest effective capacitance are interconnects.

3 These are general guidelines as these results are obviously dependent on the appli-
cation considered.
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Type Resource Capacitance (pF)

Interconnect IXbar 9.44

Interconnect OXbar 5.12

Interconnect Double 13.20

Interconnect Hex 18.40

Interconnect Long 26.10

Logic LUT inputs 26.40

Logic FF inputs 2.88

Logic Carry 2.68

Clocking Global wiring 300

Clocking Local wiring 0.72

Table 1. Effective capacitance summary.

Since LUTs are driven by either input ports or output of CLBs, these results
underline that logic block outputs drive much larger capacitive loads than any
of their internal signals (e.g. FF inputs).

Finally, more accurate estimations about the most consuming components of
an FPGA design can be derived from the delay information that is generated by
most implementation tools [30]. As an input delay represents the delay seen by
a signal driving that input due to the capacitance along the wire, large (resp.
small) delay values indicate that the wire has a large (resp. small) capacitance.
Based on the reports automatically generated by implementation tools, one may
expect to recover a very accurate information about the signals that are driving
high capacitances. The knowledge of the implementation netlists with delay in-
formation is therefore susceptible to provide an attacker with advantages that
could be used to improve the efficiency of an attack.

5 Preliminary test

A simple test design may confirm that the power consumption is dependent on
the switching activity. Three vectors are defined and implemented in the FPGA4:

1. a is a bit-vector with a constant Hamming weight H = 1. The position of
the 1-bit inside the vector is incremented/decremented from 0 to 100.

2. b is a bit-vector for which the Hamming is incremented/decremented from 0
to 100.

3. c is a bit-vector for which the number of bit switches between two consecutive
states is incremented/decremented from 0 to 100.

A design that generates these 3 bit-vectors is given in the appendixes (Figure
17). Figure 3(a) illustrates the power consumption of vectors a and b. Figure 3(b)
illustrates the power consumption of vectors a, b and c. From this experiment,
we observe that:

4 Xilinx Virtex XCV1000-4-BG560.
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(a) Hamming (b) Switch

volts volts

Fig. 3. Preliminary test.

1. The most consuming vector is c.
2. We can distinguish the number of bit switches by observing the power traces
(e.g. peaks in Figure 3(b) correspond to 100 bit switches between two states).

6 The Data Encryption Standard

In 1977, the Data Encryption Standard (DES) algorithm [7] was adopted as a
Federal Information Processing Standard for unclassified government communi-
cation. Although a new Advanced Encryption Standard (AES, [8]) was selected
in October 2000, DES is still largely in use. DES encrypts 64-bit blocks with a
56-bit key and processes data with permutations, substitutions and XOR oper-
ations. It is an iterative block cipher that applies a number of key-dependent
transformations called rounds to the plaintext. This structure allows very effi-
cient hardware implementations.

Basically, the plaintext is first permuted by a fixed permutation IP. The re-
sult is next split into the 32 left bits and the 32 right bits, respectively L and R

that are sent to 16 applications of a round function. The ciphertext is calculated
by applying the inverse of the initial permutation IP to the result of the 16-th
round.

The secret key is expanded by the key schedule algorithm to 16 x 48-bit subkeys
Ki and in each round, a 48-bit subkey is XORed to the text. The key schedule
consists of known bit permutations and shift operations. As a consequence, find-
ing any subkey bit directly involves that the secret key is corrupted.

Finally, the round function is represented in the grey part of Figure 4(a) and is
easily described by:

Li+1 = Ri (5)

Ri+1 = Li ⊕ f(Ri,Ki) (6)
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Fig. 4. Data Encryption Standard.

where f is a nonlinear function detailed in Figure 4(b): the Ri part is first ex-
panded to 48 bits with the E box, by doubling some Ri bits. Then, it performs
a bitwise modulo 2 sum of the expanded Ri part and the 48-bit subkey Ki. The
output of the XOR function is sent to eight non-linear S-boxes (S ). Each of them
has six input bits and four output bits. Their result are permuted by the box P.

The design we used to carry out the experiments is a sequential DES [9] that
takes one clock cycle to perform one round. It is represented in Figure 4(a).

7 Original attack

In its original form [1], the Differential Power Analysis of DES requires a selec-
tion function D(C, b,KSb,15) that we define as computing the value of a bit b
which is a part of intermediate vector L15 (Figure 5(a)). As b results of a partial
decryption through the last round of the algorithm, it can be derived from the
ciphertext C and the 6 key bits entering in the same s-box as bit b.

To implement the DPA attack, an attacker first observes m encryptions and
captures m power traces Ti and their associated ciphertexts Ci. No knowledge
of the plaintext is required. With a guess of 6 key-bits KSb,15, the function D can
be computed for each i and we can obtain two sets of traces: one corresponding
with Di = 0 and the other with Di = 1. Each set is then averaged to obtain two
average traces A0 and A1 and we can compute the difference ∆ = A0 −A1.

If KSb,15 is correct, the computed value for D will equal the actual value of
target bit b with probability 1. As the power consumption is correlated to the
data, the plot of ∆ will be flat, with spikes in regions where D is correlated to the
values being processes. If KSb,15 is incorrect, ∆ will be flat everywhere. Finally,
a multiple bit attack is denoted when the selection function outputs d bits with
d > 1. It allows to improve the SNR of the attack. Basically, if a single-bit DPA
attack using N traces has a signal to noise ratio SNR1, then an all-zeros-or-
all-ones d-bit DPA attack using N traces will have a ratio SNRd = d× SNR1.
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The single and multiple-bit DPA are described by algorithm 1.

According to [10], the selection function was chosen because, at some point
during a software DES implementation, the software needs to compute its value.
When this occurs or any time data containing the selection bits is manipulated,
there will be a slight difference in the amount of power dissipated, depending on
wether these bits are 0s or 1s. However, in the case of RAM-based FPGA imple-
mentations, this function does not correctly fit to the physical behavior of the
devices. In a multiple-bit attack, one tries to distinguish bit vectors of different
Hamming weights, although it is clear from Figure 3 that the most significant
consumption differences are related to the switching activity between two states.
In the next section, we propose to modify the selection function in order to take
the physical behavior of FPGAs into account.

Algorithm 1 DPA Attack on DES

1. Guess the bits of K16 involved in the selection function D.
2. Initialize A0 = A1 = 0.
3. Get a ciphertext Ci and its corresponding power trace Ti.
4. Reverse-calculate the selection function D.
5. If D = 0 (or D = ”00..0” in case of multiple bit attacks) then

6. Add power trace to A0.
7. Else if D = 1 (or D = ”11..1” in case of multiple bit attacks)

8. Add power trace to A1.
9. Else do nothing.
10. If not enough averages, goto 3.
11. DPA bias signal: ∆ = A0 −A1.

8 Modified attack: an improved selection function

In its original form, the selection function is defined as computing the value of a
bit b which is part of the intermediate vector L15. In case of multiple bit attacks,
d bits are computed and we denote them by D = L15[p0, p1, ..., pd−1], where pi is
the position of the ith bit guessed. DistinguishingD = ”00...0” fromD = ”11...1”
therefore means to distinguish vectors of different Hamming weights. A modified
selection function can be defined as followed. Let D1 be the original selection
function that involves bits L15[p0, p1, ..., pd−1]. As L16 is part of the ciphertext,
we can access it and we denote a function D2 = L16[p0, p1, ..., pd−1]. Then we
can define different selection functions correlated with the switching activity of
the device:

1. D′ = D1 ⊕D2 takes all transitions into account.
2. D′′ = D1.D2 only considers transitions 0→ 1.
3. D′′′ = D1.D2 only considers transitions 1→ 0.

Based on these selection function, we mounted successful 4-bit attacks against
FPGA implementations of the DES. However, as a multiple bit attack only con-
siders the texts that give rise to 0 or d switches, it is far from optimal and a
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lot of texts are actually not used. In the next section, we propose an improved
attack based on the correlation between theoretical power consumption files and
practical traces.

Remark that in the case of software implementations in smart cards, the same
model is used implicitly. Reference [4] clearly explains that the DPA model is
actually based on the Hamming distance of the data handled with regard to
an unknown but constant reference state. This constant reference state simply
corresponds to the address of an instruction. As a software implementation will
load the instruction before loading the data, a DPA attack actually models the
switching activity between two states, but one of these states (i.e. the instruc-
tion address) is constant. Our selection function (with two variable states) is
therefore a generalization of the original DPA model.

9 Modified attack: prediction files and correlation attack

9.1 Background

In DPA, an attacker uses an hypothetical model of the attacked device to predict
its side-channel output. The quality of this model is dependent on the knowledge
of the attacker and highly influences the efficiency of a practical attack. These
predictions are then compared to the real, measured side-channel outputs of the
device (e.g. in d-bit DPA, the attacker assumes that the power consumption of
the device with d bits switching will be higher than when none of these bit are
switching).

The comparisons between model predictions and real measurements may be per-
formed by applying statistical methods, e.g. the distance-of-mean test and the
correlation analysis. For the correlation analysis, the model predicts the amount
of side-channel leakage for a certain moment of time in the execution of the
algorithm and a certain key hypothesis [6]. Then we correlate these predictions
to the real side-channel output. To measure this correlation, the Pearson corre-
lation coefficient can be used. Let Ti denote the ith measurement data (i.e. the
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ith trace) and T the set of traces. Let Pi denote the prediction of the model for
the ith trace and P the set of such predictions. Then we calculate:

C(T, P ) =
E(T.P )− E(T ).E(P )

√

V ar(T ).V ar(P )
. (7)

Where E(T ) denotes the mean of the set of traces T and V ar(T ) its variance. If
this correlation is high, it is usually assumed that the prediction of the model,
and thus the key hypothesis, is correct.

9.2 A correlation attack using simulated data

One of the important issues in making a practical power analysis attack is how to
obtain relatively noise free measurements. The more noisy the obtained measure-
ments are, the worse the statistical evaluation works and the more measurements
are needed. Therefore, an interesting first step in evaluating a device against side-
channel attacks is to simulate its behavior with theoretical noise-free data.

Our target for the correlation attack is the 4 bits of the register L that are
effected by the 6 MSBs of the round key 16. It corresponds to the output bits of
S-box S0 (Figure 4(b)). A theoretical prediction of the attack can be performed
by running it with known simulated data.

In the first step of this simulated attack, we produce a global simulated power
consumption file. For this purpose, we choose N random plaintexts and one
fixed, but random key. After each encryption round (clock cycle), the program
writes the number of bits that switches between the previous and the current
values of registers L and R to this file. Hence, the program produces a file which
contains a N × 16 matrix M1 (N = 10 000), with values between 0 and 64. We
denote M1 as the global prediction matrix. Remark that since the same key is
used for all the measurements, the power consumption of the key schedule is
fixed and may be considered as a DC component that we can neglect.

In the second step, we produce a simulated power consumption file for the 4
bits that are targeted by our attack. Hence, we calculate an N × 2kg matrix5

M2, which is made of numbers between 0 and 4. Each column of the matrix M2

contains the power consumption predictions for the targeted bit-changes in a
certain round r and a particular guess of the kg targeted key bits for N random
plaintexts. In a practical attack, only the first and last round are accessible. We
denote M2 as the selected prediction matrix.

Then we compute the correlation coefficient between one column (corresponding
to the round targeted by the correlation analysis) of the global prediction matrix
and all the columns (corresponding to all the round r key guesses) of the selected

5 kg is the number of bits targeted by the correlation analysis. In our example, kg = 6.
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prediction matrix as follows.

ci = C(M1(1 : N, r),M2(1 : N, i)), 0 ≤ i ≤ 2kg
− 1. (8)

If the attack is successful, we expect that only one value, corresponding to the
correct key guess, leads to a high correlation coefficient. Figure 6 shows that this
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Fig. 6. A correlation attack using simulated data

expectation is fulfilled and the correct 6 MSBs of the last round key guess are
1Ahex = 30dec.

As the useful information for an attacker is to know the minimum number of
plaintexts that are necessary to determine the correct key, we also calculated
this correlation coefficient for different values of N as follows.

ci,j = C(M1(1 : j, r),M2(1 : j, i)), 0 ≤ i ≤ 2kg
− 1, 1 ≤ j ≤ 2 000. (9)

As shown in Figure 7, after approximately 400 plaintexts the right kg key-bits
can be distinguished from a wrong guess. We may therefore say that the attack
is theoretically successful after about 400 texts.

9.3 A correlation attack using the measured data

When attacking a device practically, the selected prediction file stays unchanged
while we replace the global prediction file by the real measurements. We let the
FPGA6 encrypt the same N = 10 000 plaintexts with the same key as we did

6 The measurement setup consists of a Xilinx Virtex XCV800-4-HQ240 FPGA, an
FPGA board and a TDS Tektronix 714L sampling oscilloscope with a Tektronix
CT-1 current probe to measure the supply current. The FPGA uses two separate
power supplies, a 3.3V supply for I/O and a 2.5V supply for the core cells. Only the
core power supply has been measured.
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Fig. 7. A correlation attack using simulated data for different N values.

in the first step of section 9.2. While the chip was operating, we measured the
power consumption for 16 consecutive clock cycles, corresponding to 16 rounds
of the DES. With these measurements, we produced a N × (16.D) matrix, M3,
where D is the number of data points measured during one clock cycle.

In order to identify the correct kg MSBs of the round key, we used the cor-
relation coefficient again. Additionally, we applied a pre-processing technique to
reduce the noise in the acquired measurements. The pre-processing essentially
consists of averaging. We have calculated the mean values of the measurement
data in the different clock cycles (i.e. rounds) as follows:

ei,j = E(M3(i,D × (j − 1) + 1 : D × j)), 1 ≤ i ≤ N, 1 ≤ j ≤ 16. (10)

M3(i,D × (j − 1) + 1 : D × j) is the vector which is made of the ith row and
the columns between D × (j − 1) + 1 and D × j of M3. Then we defined a
matrix M4(i) = ei,16 − ei,15, where 1 ≤ i ≤ N , that contains the result of this
computation. We used these pre-processed measurements data as input for our
correlation analysis:

ci = C(M4,M2(1 : N, i)), 0 ≤ i ≤ 2kg
− 1. (11)

As it is shown in Figure 8, the highest correlation occurs when the key guess
is 1Ahex = 30dec. This value corresponds to the correct 6 MSBs of the round
key 16. As a consequence, the attack is practically successful, i.e. the selected
prediction matrix is sufficiently correlated with the real measurements and we
can extract the key information.

More key bits may be found using the same set of measurements. The attacker
only has to modify the selected prediction matrix and to target different key
bits. We may also repeat the same experiment with a target of 8 bits (in place of
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Fig. 8. A correlation attack with real measurements

4 bits in previous sections) corresponding to the output bits of two S-boxes (Fig-
ure 4(b)). Because we have to predict 12 key bits, we expect that the correlation
coefficient for the right key guess will be higher than in a 4-bit experiment. Ac-
cording to the figures 18,19,20 given in the appendixes, this expectation is true.
However, Figure 19 illustrates that more plaintexts are needed to determine the
correct key guess. This phenomenon is well known in classical cryptanalysis and
is due to the fact that wrong key guesses may be correlated with the correct one,
e.g. in linear cryptanalysis [31].

10 Conclusions and further research

We showed the specificity of SRAM-based FPGAs in the context of Differential
Power Analysis. Although the original attack developed in [1] can hardly be ap-
plied to these reconfigurable devices, we generalized the model of power attacks
in order to take the physical behavior of FPGAs into account. The resulting at-
tack is effective with reasonable measurement material. It is more efficient than
the popular “multiple-bit” DPA and allows interesting theoretical predictions of
the attacks with simulated data. Moreover, the power consumption model and
therefore the efficiency of the attack are susceptible to be improved in different
ways, for example by taking advantage of implementation netlists and delay in-
formation as we suggest in section 4.

As FPGAs does not present significant differences with ASICs, most of the con-
clusions presented in this work could probably be extended to other CMOS-based
circuits. Other block ciphers (especially AES Rijndael) are also susceptible to
be defeated with similar methods. Finally, the theoretical model developed in
this work could also be used to investigate the electromagnetic side-channel of
CMOS circuits. These last points should deserve additional research.
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Appendixes.

Static RAM cell: The static RAM cell used to store configuration bits in
FPGAs is usually a 6-transistor cell based on a SR flip flop. BL acts as the
reset signal and BL as the set signal. During a write operation, a 0 (resp. 1) is
written in the cell by setting BL to 0 (resp. 1) and BL to 1 (resp. 0). During a
read operation, we assume that both bit lines are precharged to 5V before the
read operation is initiated. The read-cycle is started by asserting the word line,
enabling both pass transistors M5 and M6. Then, during the read event, the
values stored in Q and Q are transferred to the bit lines.

VDD

Q

Q

M1 M3

M4M2

M5

BL

WL

BL

M6

Fig. 9. Static RAM cell.
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Fig. 10. Virtex slice.
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Fig. 11. Top quarter of a lookup table.
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Fig. 14. Connections using pass transistors.
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Fig. 15. Connections using multiplexors.
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Fig. 18. A correlation attack with real measurements, 12-bit experiment.
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Fig. 19. A correlation attack using simulated data for different N values, 12-bit exper-
iment.
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Fig. 20. A correlation attack with real measurements, 12-bit experiment.
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