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ABSTRACT
In this paper, we define a new metric, the Fragile Bit

Weight (FBW), which is used in binary feature matching and
measures how two features differ. High FBWs are associ-
ated with genuine matches between two binary features and
low FBWs are associated with impostor ones. One bit in
binary feature is deemed fragile if its sign of value reverses
easily across the local image patch that has changed slightly.
Previous research ignoring the fact that the signs of fragile
bits are not stable through image transform. Rather than
ignore fragile bits completely, we consider what beneficial
information can be obtained from the fragile bit. In our
approach, we exploit FBW as a measure in binary feature
match to remove the false matches. In experiments, using
FBW can effectively remove the false matches and highly
improve the accuracy of feature match. Then, we find that
fusion of FBW and Hamming distance work better in fea-
ture matching than Hamming distance alone. Furthermore,
FBW can easily integrate in the well-established binary fea-
tures if those binary bit in features extracting from compar-
ison of pixels.
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1. INTRODUCTION
With the explosive development of mobile internet, the

mobile and portable devices have become the important
platforms for multimedia applications. Because of the widely
use of low-power processor and memory chips, not only the
processing capacity of mobile platforms are weaker than the
traditional PC platforms, but the storage space are also
much less than the traditional platforms. In image search
applications, the mobile device usually need processing a
large quantity of visual features, but the well-established fea-
tures (such as SIFT [5] and SURF [6]) are all high-dimensional
vectors that require a huge amount memory space to store.
Furthermore, the computational complexity is so high for
search the near neighbors in dataset that the mobile devices
cannot satisfied. Compared with the traditional platform,
the mobile one require to take more factors to consideration,
include the limited computational resource and storage ca-
pacity. For these reasons, binary features (such as BRIEF[3],
ORB[1], BRISK[2], FREAK[4], IDQ[8]) have attracted more
and more attentions in computer vision community. These
binary features use bit string to represent the local image
patch around a interest point. In general, they are much
more compact represented and can be extracted by very sim-
ple algorithm.

Because of the binary representation, the Hamming dis-
tance can be the distance metric between the binary fea-
tures. Hamming distance based on logical exclusive-or (XOR)
function is used because it ensures great performance in
terms of speed and accuracy, thus this similarity measure
can significantly improve the performance in binary feature
based vision applications over the Euclidean distance used
in the floating-based ones (such as SIFT [5] and SURF [6]).

Fig.1 shows the process of how to use the Hamming dis-
tance to match the binary features. The Hamming distance
between two binary strings of equal length is the number of
positions at which the corresponding symbols are different.

In order to measure the similarity between binary strings
precisely, exploiting Hamming distance as a similarity mea-
sure should satisfy the assumption that every bit position in
feature vector should have the equal weight. In most cases,
however, this assumption is not always satisfied. In fact, the

13



Figure 1: The toy example of process of matching
the keypoints using binary feature with Hamming
distance. The black line represents a pair of pixels
chosen by random pattern[3]. When the lumination
on the local patch of image are changed, a number of
intensity differences between pixels will be reversed.
Actually, the number of these reversed signs is the
Hamming distance.

weights of bit position are not equal and there are a number
of pairs of pixel (black line in Fig.1) whose signs are very un-
stable when image condition has changed slightly, because
their intensity differences are small and easy to be disturbed
by slight change in image patch. Thus the feature bits from
those pairs will be the noise in feature matching and thus
reduce the matching accuracy. Therefore, those bit position
which easy to be disturbed should have lower weight than
the normal ones.

Moreover, we find in experiments that binary feature match-
ing performance is very unstable in different datasets when
using the same threshold of Hamming distance. Those un-
stable results means that the matching performance is highly
dependent upon appropriate value of threshold. Especially,
the values of threshold in Hamming space are all discrete
integers, thus it is hardly to get a good and stable threshold
to satisfy all cases.

Therefore, Hamming distance may not be the best choice
to measure the similarity between binary features. In this
paper, we propose a new metric as auxiliary measure to
increase the matching accuracy of binary features.

2. RELATED WORKS
In this section, we review the binary feature extraction

algorithms that are related closely to our work.
For more compact representation and fast nearest-neighbor

search, many binarization approaches have been proposed
including Locality Sensitive Hashing (LSH) [14] [15], Spec-
tral Hash (SH) [16], Kernel LSH (KLSH) [17], Locality Sen-
sitive Binary Codes (LSBC) [18], Semi-Supervised Hashing
(SSH) [19] [20], LDAHash [21], Hashing with Graphs [12],
Supervised hashing with kernels [13] and so on. They gen-
erally consist of transforming the initial floating-vector de-

scriptor in Hamming space where the Hamming distance H
can be employed. These binary embedding methods address
both the computational and memory issue: the Hamming
distance between two binary features can be computed ex-
tremely efficiently and the memory footprint is drastically
reduced.

Unlike those binarization schemes through supervised learn-
ing method, Zhou et al. [23] [22] proposed a unsupervised
approach (Scalar Quantization) to quantize the floating-vector
based descriptor to binary bits through scalar quantization,
meaning that their method extracts binary features from the
original SIFT [5] descriptor.

In addition to the Hamming embedding based methods,
some works, which use the binary strings to represent a local
image patch, have appeared in the international conferences
and journals. This idea is firstly proposed by Gupta et al.
[7] and attracted more and more attentions and the binary
features have become a hot topic in recent years. Calon-
der et al. [3] proposed the algorithm to combine the FAST
[24] interest point detector and the BRIEF (Binary Inde-
pendent Elementary Feature) descriptor to detect and de-
scribe the local features with very high speed. Nevertheless,
the BRIEF cannot handle the viewpoint change and multi-
scale problem. Rublee et al.[1] improves the rotation invari-
ance of BRIEF and proposes the ORB (Oriented BRIEF)
method. Almost simultaneously, BRISK [2] was also pro-
posed to improve the robustness of BRIEF to orientation
and scale. FREAK [4] is another effective binary feature,
unlike ORB and BRIEF, in which the pattern of point se-
lection is pre-trained by human retina model to improve the
performance. Moreover, Ozuysal et al. [25] formulate the
wide-baseline matching problem as a classification problem,
but which need a learning process before feature extraction
and consumes more memory than the conventional methods.
Tang et al. [26] modeled the complex brightness changing
and proposed OSID (Ordinal Spatial Intensity Distribution)
which can handle the complex nonlinear brightness changes.

The bits in binary feature shown in Fig.1 are generated
from the intensity comparative function, and the idea of
feature extracting method firstly appeared in [7]. In this
section, we mainly take the works in [3] [1] into account.
Considering a smoothed image local patch p, a binary test
τ is defined by:

τ (p;x, y) :=

{
0, p(x) < p(y)

1, p(x) ≥ p(y)
(1)

Where p(x) is the intensity of the point x. The feature is
defined as a vector of n binary tests:

fn (p) :=
∑

1≤i≤n

2i−1τ (p;x, y) (2)

The experiments in [3] shows that selecting the points ac-
cording to Gaussian distribution around the center of patch
can achieve the best performance. In this paper, we continue
to use this method to extract feature bits.

The remainder of this paper is organized as follows: In
Sec.3, we give the details of Fragile Bit Weight. In Sec.4,
we provide experimental results and discuss it more specifi-
cally. Finally we draw conclusions in Sec.5.
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Figure 2: The relationship between the share of frag-
ile bit and the Hamming distance in correct matches
set. The vertical line (blue line) represents the
threshold (Hamming Distance).

3. OUR METHOD

3.1 Fragile Bit
Fig.1 provide some indication of how sensitive the sign of

feature bit reverse when an image is transformed. Specifi-
cally, if the absolute value of difference between test pair is
low, the probability of sign reverse is high when the local
patch around the keypoint has changed. On the contrary, if
the absolute value is high, the probability of reverse is low.
More formally, we define τ is the fragile bit if related pixel
intensity p(x), p(y) satisfy the inequality as follows:

|p(x)− p(y)| < δ, δ ∈ (0, 255) (3)

Intuitively, we define fragile bit as those bit position at
which the sign of intensity difference between pixels in pair
has higher probability to reverse when the image is trans-
formed slightly. By looking at the output of feature extrac-
tion, we determine the value of δ is 15.

3.2 Fragile Bit Weight
In order to compute the number of fragile bits, we

need to indicate the fragile bit during the feature extrac-
tion step. Therefore, each feature will consist of two same
size bit strings: a feature bit string f and a mark bit string
m. In mark string, fragile bits are represented with ones
and the others are represented with zeros. Take two binary
features, feature A and feature B, the the number of fragile
bits is compute as follows:

FB = ‖mA

∧
mB‖ (4)

Where FB is the number of fragile bits,
∧

represents the
AND operator, the norm (‖‖) of a bit string represents the
number of ones in the string. Then we can define the share
of fragile bit in Hamming distance as follows:

s = FB/HD (5)

where HD is Hamming distance.
To measure how well two binary features align, We intro-

duce a metric called the fragile bit weight (FBW). And

Figure 3: The relationship between the share of frag-
ile bit and the Hamming distance in false matches
set. The vertical line (blue line) represents the
threshold (Hamming Distance).

the FBW α is defined as a ratio:

α = FB/HD2 (6)

We will discuss more details about FBW in sec.4.

3.3 Using FBW to Remove False Matches
In our scheme, we break the feature match process into

two stages. In the first stage, we use a relatively big thresh-
old to match binary features using Hamming distance, and
through this stage we can get a set of coarse matches which
contains many false matches. In the second stage, we ex-
ploit the discriminative power of FBW to remove those false
matches and effectively increase the precision.

4. EXPERIMENTS

4.1 Consistency of Fragile Bit Weight
First of all, we label the positive and negative matches

manually and these matches come from the feature matching
experiments on Oxford 5K Dataset [10]. The positive set
contains 10500 correct matches and the negative set contains
7500 false matches. Next, we investigate what portion of
Hamming distance from the sign reversal at the fragile bit
position.

Firstly, we consider the positive matches set. As shown
in Fig.2, we can observe that almost all matches have the
big share of fragile bit (greater than 0.6). As the previous
approaches, if we apply the Hamming distance as the thresh-
old (the blue line, threshold = 60 in Fig.2), the points on
the left side of blue line are identified as the correct matches
but the ones on the right are identified as the false matches.
Although the points in Fig.2 are all correct matches, the
points on the right side of blue line cannot be matched by
Hamming distance alone.

Secondly, we consider the negative matches set, as shown
in Fig.3, we notice that the share of fragile bit are below 0.4
for the most of matches. As previous method, we exploit the
Hamming distance as the metric to classify these point, and
the blue line (threshold = 60) is the threshold. Apparently,
the points on the left of blue line are all false matches but
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Figure 4: The red line represents the threshold (FBW)
and it can classify the positive and negative matches
more precisely than the blue line (Hamming dis-
tance). The vertical line (blue line) represents the
threshold (Hamming Distance).

the Hamming distance threshold cannot distinguish them
well.

Through the above analysis, we can conclude that ap-
plying the Hamming distance threshold alone to match the
binary features will increase a number of false matches while
lose a few of genuine matches.

Finally, We merge Fig.2 and Fig.3 into Fig.4. Obviously,
the distribution of positive matches and negative matches
can be approximately characterized by the diagonal sym-
metry. If we consider the task of feature matching as a
classification problem, the classification result by the blue
line can make many false matches with loss of recall of gen-
uine matches. And the red line is ideal classification line to
distinguish the correct and false matches precisely. Mathe-
matically, the red line is the function graph of equation 6.

4.2 Performance Evaluation
In order to verify the effectiveness of our method, the

dataset [9] is used in our experiments, and it contains 48 im-
ages with five different changes in imaging conditions (view-
point changes, scale changes, image blur, JPEG compres-
sion, and illumination). The performance of our method is
compared with several original descriptors (BRIEF [3], ORB
[1], BRISK[2], FREAK[4]). And the result are presented
with recall versus precision.

As shown in Fig.6, because FWB can effectively remove
the false matches, the precision of feature match increase
significantly without loss of recall. Fig.6 demonstrate that
fusion of Hamming distance and FBW can achieve the better
matching performance than the original binary features. In
Fig.5, some typical images in dataset Oxford5K are selected
as queries to demonstrate the image search performance.
For these queries, compared with the baseline approach, our
method can improve the mAP from 0.25 to 0.52 with almost
200% improvement. Especially when the viewpoint and light
condition of image change, our method still can match the
corresponding feature vectors.

Figure 7: Figure (a) shows the keypoints match-
ing using BRIEF (dimensionality of descriptor is
128) when the image is transformed by the Gaus-
sian Blur, and the Hamming distance threshold is
80. Figure (b) shows the keypoints matching in the
same case, the only difference is that we apply the
FBW threshold (0.6) to refine the matches from Fig-
ure (a). Apparently, using the FBW (threshold is 0.6)
could effectively remove those false matches.

Fig.7 shows the demonstration in BRIEF feature match-
ing experiment. As shown in the Fig.7(a), when the image
condition has changed slightly (apply a Gaussian Blur to the
image), only using the Hamming distance threshold would
induce many false matches. Then, using the FBW (threshold
is 0.6) can effectively remove those false matches (Fig.7(b)).

We run the experiments on PC platform with Intel Core
2 Quad CPU 2.83GHz and 4GB memory. Compare with
the original binary features, because FBW need to store the
mark string and compute the intensity difference, the mem-
ory consumption and computation time are higher than the
original binary features. Table 1 summarizes the memory
usage as well as the running time.

5. CONCLUSIONS
To fulfill the requirement of compact visual descriptor on

mobile platform, a number of binary features are proposed
recently. Because some bits in feature string are fragile, how-
ever, the descriptor cannot remain stable when the image
condition change. To eliminate the affect induced by unsta-

16



Figure 5: Experimental results comparing the baseline and our approach for example queries in the Oxford5K
dataset.

Figure 6: Performance evaluation on the dataset introduced by Mikolajczyk and Schmid [9]. This experimen-
tal result shows that our methods can effectively remove the false matches and increase the match precision
significantly without loss of recall.

Table 1: The memory usage and average running
time per query on the dataset.

Method memory[MB] extraction[ms] matcch[ns]
BRIEF 40 0.010 24

BRIEF+FBW 80 0.30 29
FREAK 40 0.020 25

FREAK+FBW 80 0.38 30
ORB 40 0.012 23

ORB+FBW 80 0.30 32
BRISK 40 0.012 23

BRISK+FBW 80 0.45 29

ble bits, in this paper, we introduce the notion of Fragile

bit, and then we investigate the relationship between fragile
bits share and Hamming distance in the dataset we labeled
manually. In the experiments, we observe that the frag-
ile bits have much more bigger share for positive matches
than negative matches. Therefore we propose a novel met-
ric, called Fragile Bit Weight, as a measure to remove the
false matches. The experimental demo is shown in Fig.7,
and our method can significantly improve the performance
of feature matching. Moreover, except for BRIEF, the FBW

can also easily apply to other binary features.
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