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Abstract: Denial of service (DoS) attacks play a significant role in contemporary cyberspace scenarios.
A variety of different DoS attacks pollute networks by exploring various vulnerabilities. A group of
DoS called application DoS attacks explore application vulnerabilities. This work presents a tool that
detects and blocks an application DoS called Slowloris on wireless mesh networks (WMNs). Our tool,
called SDToW, is designed to effectively use the structure of the WMNs to block the Slowloris attack.
SDToW uses three different modules to detect and block the attack. Each module has its specific tasks
and thus optimizes the overall detection and block efficiency. Our solution blocks the attacker on
its first WMN hop, reducing the malicious traffic on the network and avoiding further attacks from
the blocked user. The comparison results show that SDToW performs with 66.7% less processing
consumption and 89.1% less memory consumption than Snort. Our solution does not limit the
number of parallel connections per user. Hence, by avoiding this limitation, SDToW has a lower
incidence of false positive errors than Snort.
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1. Introduction

Currently, denial of service (DoS) attacks create a significant threat to the available resources on
the Internet and internal networks. DoS aims to prevent legitimate users from accessing resources
available on the network. The attack can exploit vulnerabilities or depletes resources on the target.
Consequently, it directly affects the performance of network services [1–3].

There is a group of DoS attacks designed to consume resources from Web and E-mail services.
This resource-consuming strategy consequently makes the application services inaccessible on the
network. Most DoS attacks create a large number of open or semi-open TCP connections on the target
host [4,5]. These open TCP connections disable the server from accepting legitimate requests due to
many waiting connections on its sockets. Moreover, the attack consumes memory and processing
during its execution. This resource consumption behavior has encouraged studies to design new DoS
attack detection systems and damage reduction mechanisms [6].

The literature separates DoS attacks into those that target specific vulnerabilities and those that
use flooding attacks [7]. In flooding attacks, the target receives a continuous and excessive volume of
packets. Thus, traffic from legitimate sources can be blocked due to congestion and discarding packets.
Regarding vulnerability attacks, the target host receives malformed packets [8]. These malformed
packets interact with flaws or vulnerabilities in an application or resource hosted by the target.

Another group of DoS attacks specifically exploit the application layer, defined as application
layer DoS (ADoS) [9]. Two types of ADoS attacks can be highlighted: flooding and low-rate. The first
one produces an excessive flow of traffic, consuming resources on the application level. The second

Information 2020, 11, 544; doi:10.3390/info11120544 www.mdpi.com/journal/information

http://www.mdpi.com/journal/information
http://www.mdpi.com
https://orcid.org/0000-0002-6793-2000
http://www.mdpi.com/2078-2489/11/12/544?type=check_update&version=1
http://dx.doi.org/10.3390/info11120544
http://www.mdpi.com/journal/information


Information 2020, 11, 544 2 of 18

creates traffic similar to legitimate requests, using vulnerabilities found in the application. Common
vulnerabilities exploited by these attacks are the HTTP and HTTPS protocols. This vulnerability
permits one to retain connections indefinitely [10]. Low-rate attacks, such as Slowloris, consume
resources mainly on the target services without significantly affect the attacker’s resources.

The Slowloris attack consists of sending multiple HTTP requests to the Web servers. These requests
are similar to the Web browser clients’ requests, and therefore it creates challenges to detect the
attack. Slowloris send its packets without finishing the HTTP request. Additionally, Slowloris sends
periodic incomplete requests to ensure that the server does not finish the connection due to a lack of
response. Without knowing if the HTTP requests belong to a legitimate client, the server keeps the
connection open. These Slowloris requests are sent in parallel with different source ports to occupy the
resources on the server. After consuming the server’s resources, it creates an inability to fulfill the new
legitimate requests.

The existing literature provides a considerable number of solutions to the Slowloris attack. Some of
these solutions use strategies such as limiting the number of connections for each user or defining
timeouts for each connection [11]. These limitations can prevent legitimate users from maintaining
connections that exceed a pre-established limit. Legitimate users accessing pages with many objects in
non-persistent HTTP connection mode can easily exceed this limit. Additionally, strategies that limit
the connection timeout can block users that have idle connections. Our solution differentiates from the
ones present in the literature because it is designed to work on wireless mesh networks.

Wireless mesh networks (WMNs) have proven to be an alternative to provide low-cost access to the
Internet and network resources. The WMNs backbone consists of stationary nodes providing a mesh
of connectivity [12]. These wireless nodes play an essential part in traffic routing performance [13].
Clients can access the network resources using the WMNs nodes, thereby accessing Web servers,
DNS and the Internet. WMNs are also susceptible to DoS attacks, which can jeopardize network
resources [14].

This work presents a Slowloris behavior analysis on WMN. Additionally, we provide a new tool to
detect and prevent this attack. Our tool, SDToW, blocks Slowloris attacks without limiting the number
of clients’ connections. Therefore, our solution avoids blocking legitimate users. We performed our
analysis using network traffic logs and by analyzing traffic behavior. This analysis provides useful
information concerning the attack behavior. We investigated a real scenario using a Web server and
legitimate clients and attackers. Our tool uses filters to extract crucial information from the traffic logs
and detect a Slowloris attack. These filters extract the information from the Web server and analyze it
on a different node called Concentrator. After that, considering a correct attack identification, our tool
blocks the attacker MAC address. The tool blocks the attacker on its associated access point (AP) and
avoids further malicious traffic, from that specific attacker, on the WMN. Our tool is separated into
three different modules to act on different locations and perform different roles concerning the attack
identification process in a WMN. We compared our tool with Snort to analyze its efficiency in blocking
attacks and resource consumption.

The work is organized as follows. Section 2 presents related work concerning the defense strategies
against Slowloris attacks. Section 3 shows an examination of the Slowloris attack behavior. Section 4
describes the proposed tool and details its modules. Section 5 presents the results of the experiments
and compares our tool with Snort. Section 6 presents a discussion regarding how SDToW can work
with other security applications. The conclusion is presented in Section 7.

2. Related Works

Slowloris attacks have proven to be worthy of attention regarding the difficulty of countermeasures
for their severe effects. The literature provides many works to face this challenge. However, the majority
of the solutions present a high level of complexity and time-consuming responses [11]. Some of the
solutions uses IPTABLES [15] and Apache modules [16] to provide countermeasures against Slowloris
attacks. However, Apache modules such as modevasive [17] and modqos [18] do not efficiently reduce
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the attacks’ impacts [11]. Furthermore, IPTABLES relies on a threshold to count the number of active
connections, which can create false positive errors. An advanced policy firewall (APF) [19] can also be
used to counter this attack, but like IPTABLES, its constraints can also lead to false positive errors [20].
The combination of Apache modules and detection tools can also be used in a cloud computing
environment [21].

Some studies state that it is possible to use a combination of the timeout and the minimum data
rate per request received at the server [22–24]. Therefore, those studies investigated the slow ongoing
connections to mitigate the effects of slow DoS attacks, as occurs in Slowloris.

Sousa et al. analyzed two intrusion detection system (IDS) tools to detect Slowloris [25]. The first,
called Suricata [26], does not generate an adequate number of alerts to detect Slowloris attack.
The second tool, called SNORT [27,28], performs the detection using a trade-off between memory
and processing consumption. Snort has been widely used against cybercrimes[29–31]. Lately, in this
work, we compare the performances of Snort and our tool. Another tool, called SeVen, provides a
defense module based on a selective strategy that uses probability functions to choose among the new
requests that will be accepted or rejected when the Web server is saturated [32]. Consequently, when a
new request arrives at the application, SeVen checks for availability in the server connections pool.
If there are no more available resources for connections, it uses probability to determine which of the
established connections must be closed.

Another approach designed to detect attacks on the application layer, such as Slowloris, uses
signature-based DoS attack detection and anomaly detection techniques [16,33,34]. Detecting a
signature-based DoS attack requires statistical monitoring of the incoming traffic. This strategy
produces satisfactory attack detection if the inspected traffic has predefined characteristics of malicious
activity. Alternatively, artificial intelligence can be used to detect malicious signatures in application
DoS attacks [35–38]. However, these approaches have limitations, given the existing traffic variations
concerning the HTTP requests. Therefore, considering that Slowloris creates traffic similar to legitimate
connections, this detection strategy could lead to false positive errors. A critical challenge for these
approaches relies on determining the majority of legitimate traffic behavior that will be applied to the
training sessions [39–41].

Tripathi et al. proposed an anomaly detection system that measures the Hellinger distance between
two probability arrangements [42]. The authors obtained the results using a subset of training and tests.
During the test phase, the authors compared the attack traffic and the pattern produced in the training
phase. They used the most recent HTTP request pattern, using the Hellinger distance to determine the
difference between the two probability arrangements. However, the classification method presents
false positives, considering the system’s probability to differentiate malicious traffic from legitimate
traffic. Furthermore, Velan et al. considers that the process of flow data creation is often neglected on
Slowloris analysis [43]. Therefore, it leads to negative data analytic results.

Our solution presents improvements, considering its efficiency to detect and block the attack.
Furthermore, our solution is designed to work on a WMN and therefore uses the network structure to
perform its actions. We briefly summary these improvements below.

• Our tool does not limit the number of parallel connections per user. Additionally, we do no use
a timeout limitation for established connections. These behaviors can significantly increase the
number of false positive errors. Moreover, limiting the number of parallel connections can block
legitimate users from accessing pages with multiple objects or legitimate users behind a NAT.

• The separates modules provide efficient use of the WMN infrastructure to block the
attacker—blocking the attacker near its origin, on its first AP node.

• SDToW blocks the attacker using its MAC address instead of the IP. Therefore, we avoid a
legitimate user to receive a prior blacklisted IP from the DHCP server.

• Our solution detects malicious traffic without considering the expected probability of choosing
between legitimate and malicious traffic. Therefore, we avoid an increase in false positive errors
and resource consumption.
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• Our tool has less computational complexity and thus promotes less hardware dependency
to operate.

3. Analyzing Slowloris Behavior

Slowloris keeps a series of incomplete connections on the Web server [44]. Therefore, keeping
connections open will consequently deplete the Web server’s resources. Additionally, Slowloris sends
several reassembled protocol data unit (PDU) packets in intervals to maintain the ongoing connections.
Sending multiple PDU packets is one of the behaviors of Slowloris attacks. Our solution identifies the
attack behavior and separates it from legitimate traffic.

Figure 1 presents the impact of a Slowloris attack on a Web server. After complete resource
depletion, it uses the available amount of parallel connections. The attack incapacitates the Web
server; it cannot accept new HTTP connections. Therefore, once the attack reaches its maximum level,
only small PDUs packets occupy the Web traffic.

Figure 1. Web server traffic during a Slowloris attack.

Initially, we create filters to distinguish different connections directed to the Web server.
These filters aim to gather information and provide more precise identification of Slowloris attack
incidence. As mentioned earlier, we design filters based on the attack behavior instead of using
the number of connections limitation. Initially, we use Tshark [45] to convert the captured
traffic; alternatively, TCPDUMP [46] offers a similar capacity to acquire traffic information [47].
After gathering enough information from the collected traffic, the next step is to analyze the Slowloris
attack’s detection. Below, we analyze the attack using two different scenarios.

3.1. Slowloris Traffic Analyses

We performed the attack analysis using a scenario with a Web server receiving a direct attack.
The use of Tshark provides highly detailed information and helps to identify the attacker’s behavior,
as shown in Figure 2. During the traffic analysis, we observe that Slowloris uses an initial “GET”
containing a reassembled PDU. Then, the following packets have 74 byte size and perform parallel
connections to the destination port 80. Furthermore, after establishing a connection with the server,
Slowloris sends a sequence of fragmented requests. Using reassembled PDUs, the attack tells the
server that more data are coming. These fragmented requests consume the Web server’s resources.
Consequently, after sending multiple fragmented requests from different source ports, Slowloris
occupies all the available resources dedicated to upcoming connections on the server-side. Therefore,
the attack prevents the server from attending to new requests from legitimate users, creating a denial
of service.



Information 2020, 11, 544 5 of 18

Figure 2. Slowloris attack traffic.

3.2. HTTP Legitimate Traffic Analyses

Our next scenario presents a traffic analysis using legitimate user HTTP requests. We analyze the
traffic behavior using only legitimate connections to the Web server. After that, we compare legitimate
connections, shown in Figure 3, and Slowloris connections. After establishing a legitimate connection,
the first GET is not a reassembled PDU and has a value different than 296 bytes. Additionally, the GET
request presents the HTTP protocol set on the traffic. Those two traffic characteristics permit us to
identify legitimate traffic. Through conducting an in-depth analysis using Tshark, we observe that the
GET request originated in the attack traffic is set as a TCP protocol field.

Figure 3. HTTP traffic.

4. SDToW

The traffic analysis provides an essential step towards the Slowloris attack detection. Our tool
uses this traffic analysis to detect the attack behavior.

Our previous traffic analysis provides the development of filters. We use these filters to extract
relevant information and thus identify the Slowloris attack in Web servers. The filters created were:

• (GET) filter.
• (Reassembled PDU) filter .
• (Packets with 296 bytes and TCP set on protocol field) filter.

The filters were applied using a python3 script. This script picks only the lines that match the
information required to identify the attack. Initially, from the traffic logs connections directed to
the Web server, our tool applies the GET Filter to select connections containing GETs. In the next
step, we combine the first filter with the second filter, thereby extracting connections also marked as
reassembled PDU. The last filter identifies connections marked as TCP on the protocol field and a
296 byte packet size. After applying the three combined filters, SDToW creates a list containing the
connections that meet all the pre-defined requirements. Therefore, our tool separates only traffic that
fulfills these requirements.

By analyzing the Slowloris traffic and the HTTP legitimate traffic described in Section 3,
we observed that after establishing the connection, the first request to the Web server is not a default
GET request; see Figure 4. This behavior occurs because Slowloris does not send complete GET
requests. Thus, Slowloris avoids the request conclusion by inserting a “\n” at the request data’s end.
Conversely, legitimate requests send a complete request within the packet. Furthermore, the Slowloris
traffic requests use a TCP value in the fourth traffic logs column, thereby differentiating from the
legitimate requests that present the same column’s HTTP value.
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Figure 4. Tracers from the Slowloris attack after applying the filters.

4.1. SDToW Modules

After identifying the Slowloris-type malicious behavior, our tool initiates countermeasures to
block the malicious traffic. Therefore, it performs the attack identification using a node to analyze the
traffic log, here called Concentrator. The correct attack identification prevents legitimate users from
being affected by restrictive measures, thereby generating fewer false positives. Figure 5 presents the
three modules, described below:

• CM: collection module (CM), which acts in the Web server.
• AFM: analysis and filtering module (AFM), which works in a different node called Concentrator.
• BM: blocking module (BM), which acts in the access points.

Figure 5. SDToW architecture.

Figure 6 presents the collection module (CM) flowchart working on the Web server. Initially,
the CM collects traffic logs from HTTP requests. After that, it collects the traffic for five seconds.
We choose to collect for 5 s because it was enough to collect relevant traffic information without
delaying too much to send the traffic list to the Concentrator. In previous tests, a number between 5
and 7 s did not produce a relevant delay. Additionally, it provided enough time to detect and stop
the attack before it depletes the server resources. It is essential to mention that this traffic collection
occurs continuously. Therefore, at every 5 s, a new traffic list is created and sent to the Concentrator.
After that, it creates a traffic log using the tool Tshark. We set Tshark to convert the received traffic to a
pcap extension. Subsequently, CM removes irrelevant information concerning HTTP connections and
creates the traffic list. Next, CM sends the traffic list to the Concentrator.
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Figure 6. Collection module (CM) flowchart.

Algorithm 1 explains the AFM operation, which runs in the Concentrator machine. AFM uses the
previously defined filters to identify attacks. This attack identification uses the traffic list received from
the CM. Therefore, AFM selects connections that contain GETs and containing reassembled PDU. It will
then perform two analyses to obtain connections whose packet size is 296 bytes, and includes TCP
defined on the protocol field. AFM considers a decisive attack when connection information fulfills
the filters mentioned above. Upon a positive attack identification, AFM extracts the source IP from the
malicious connection. After that, it includes the attacker source IP on a blacklist file. Subsequently,
the module sends the blacklist file to the APs.

Algorithm 1: Analysis and filtering module (AFM)

1 Blacklist file
2 begin
3 TL←− Tra f f icList
4 Line←− Pointer to the first TL element

/* EoF is the end of TL */
5 while Line 6= EoF do
6 if Line contains “GET′′ AND “ReassembledPDU′′ then
7 if Line contains Packetsize == 296 then
8 Extract the “Source IP”
9 Insert “Source IP” on the Blacklist

10 end
11 end
12 end
13 if Blacklist 6= empty then
14 send Blacklist to the APs
15 end
16 end

Algorithm 2 presents the steps concerning the BM, which runs on the APs. Initially, the APs
receive the blacklist generated by the Concentrator. Then, it compares the IP address of the received
blacklist and the IPs on its ARP table. This comparison verifies the occurrence of IPs connected to the
AP and also present on the received blacklist. By using the APs ARP table, BM acquires the associated
MAC with the attacker IP. Subsequently, BM uses IPTABLES to block traffic from the attacker MAC
addresses. After these steps, BM waits for new blacklists in order to block new attackers. We are
considering that our tool works on internal networks. Thus we opted to block the MAC address
because it generates fewer false positives than blocking based on IP address. Blocking MAC address
avoids problems using dynamic IP allocation performed by DHCP (Dynamic Host Configuration
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Protocol). DHCP may designate an IP once leased to an attacker to a new user. Therefore, if our tool
performs the block based on IP address, it could perform a denial of service for legitimate users.

Algorithm 2: Blocking module (BM)

1 Block attacker IP begin
2 BL←− Traffic List
3 Line←− Pointer to the first BL element
4 ARPIP←− list of all ARP table IPs and MACs

/* EoF is the end of BL */
5 while Line 6= EoF do
6 if ARPIP contains any IP from BL then
7 Extract the corresponding MAC from ARPIP
8 Block the MAC
9 end

10 end
11 end

All the WMN nodes contain the blocking module. Therefore, when the AFM sends the blacklist,
it is stored on all WMN nodes. Storing the blacklist on each WMN node permits that it compares its
new ARP table whenever a new client connects to the AP. Therefore, if a blocked attacker moves from
one AP to another, it will be blocked. Comparing its new ARP table with the blacklist, the current AP
will block the attacker by its MAC.

Our tool excludes addresses from the blacklist after a configured period. In our experiments,
we maintain the address for 72 h. Whenever a previously blocked attacker tries to access the network
during the blocking period, our tool doubles the exclusion period. Network administrators can change
this period according to their policy.

5. Results

Figure 7 presents our test scenario running on a network laboratory. All the APs in our scenario
do not use Network Address Translation (NAT). The APs operate with two different interfaces,
one providing client connection, and the other interface provides connections between the APs.
For client connection, we use the IEEE 802.11ac/n/a 5GHz interface.

Figure 7. Experimental scenario.
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The connection between the APs utilizes the IEEE 802.11b/g/n 2.4 GHz creating an ad-hoc WMN.
The WMN uses the Optimized Link State Routing Protocol (OLSR) [48]. The parameters of OLSR
used were the following: the interval between HELLO messages was equal to 1.5 s, and the Link state
messages were sent every 5 s. The multipoint relays use these Link state messages to calculate the
topology map. Hence, we installed two packages in the wireless routers: Openwrt_luci_app_olsr and
Openwrt_luci_app_olsr_services. These packages permit the creation of ad-hoc routes using the OLSR
protocol. We also use the Expected Transmission Count (ETX) metric to optimize the routing selection.
The ETX metric can be defined as the expected number of transmissions required to deliver a packet
over a given link [49]. This metric calculates the weight of a given route by using the sum of all ETX
weights. Each ETX weight informs the value for every link on a path. This ETX weight guarantees the
objective proposed by the metric of choosing routes that decrease the total number of retransmissions
at the link level along the way. We also use the following hardware:

• 5 TP-Link-Archer-C20.v4 wireless routers.
• 2 I5-4590 computers with 8 GB RAM
• 5 AMD A8-4500M notebooks with 8 GB of RAM.

Concerning the operating system, we use Ubuntu 18 for the Web server and the notebooks.
We replace the original APs firmware with the Open-WRT [50]. Open-WRT is a Linux operating system
targeting embedded devices. Performing this replacement allowed our module BM to run directly on
the APs. Our Web application server uses the Apache2 version 2.4.7.

We collect information regarding the required time to transfer the traffic list and the blacklist.
Additionally, we measure the processing time of our modules. That information allowed us to obtain
the total blocking time. The combination of the information collected is explained below.

• Collection count (CC)—time in which the CM, running on the Web server, collects information
regarding the network traffic and creates the traffic list.

• Transfer list time (TLT)—the required time to send the traffic list from CM to the Concentrator.
• Traffic list processing time (TLPT)—the required time to analyze the traffic list using the AFM

filters. If it finds malicious traffic, it creates the blacklist.
• Blacklist transfer time (BLT)—the time needed to transfer the blacklist from the AFM to the APs.
• Blocking time (BT)—the time required to process and block malicious IPs address from the blacklist

by the BM.

In our experiments, CC uses 5 s to collect traffic information and generates the traffic list.
The parameters described above define the total blocking time (TBT) on the equation below:

TBT = CC + TLT + TLPT + BLT + BT (1)

Equation (1) presents the sum of all related time values that directly impacts the total blocking time
TBT . Concerning the blacklist transfer, we observe that the number of hops produces jitter variation
regarding the required time to transfer the list. This jitter variation motivates the second experiment to
analyze it on multiple hops scenario. The transfer list time (TLT) and traffic list processing time (TLPT)
vary according to the traffic list size. The traffic list size and how it interferes with the blocking time
motivated us to conduct experiments to analyze it. Below, we describe two experiments to analyze the
blocking attack performance.

5.1. Experiment 1: Measuring How the Traffic List Size Affects the Blocking Delay

We start the experiment using one attacker client on the first AP near the Web server. Therefore,
the attack occurs at a one-hop distance from the target. We use the experiment to analyze how much
the traffic list size influences the blocking time.

After starting the attack, the collection module CM running on the Web Server captures the
network traffic and creates a traffic list (TL). CM sends the TL to the Concentrator, which through
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its analysis and filtering module (AFM), applies the pre-established filters to detect the attacker’s IP
address. Upon identifying the malicious IP, it will be added to a blacklist and later sent to the AP.
Once the blacklist is received, the BM compares the received IPs with its ARP table, obtaining the
respective MAC address. After that, the blocking module (BM) prevents new traffic from the attacker
by blocking its MAC address.

In this experiment, we varied the amount of HTTP traffic to change the traffic list size.
By changing the traffic list size, we analyzed its impact on the total blocking time. The traffic list size
directly influences the transfer list time (TLT) and the traffic list processing time (TLPT). Therefore,
by increasing the time to send and process the traffic list, this consequently raises the total blocking
time (TBT); see Figure 8.

Figure 8. The influence of the traffic list size on the total blocking time.

5.2. Experiment 2: Measuring How the Number of Hops Affects the Blocking Delay

We ran the experiments ten times to obtain the average values. The collection time and the traffic
list size directly affect the delay to detect an attacker.

In the second scenario, we increase the number of hops between the attacker and the Web
server. Therefore, we analyze the delay to block attackers who are more than one hop from the target.
We positioned them at one hop, two hops, and three hops distance from the server. This experiment
uses the same process to detect the attacker as the first experiment. The number of hops directly
impacted the blocking delay as we varied the number of hops from 1 to 4, as shown in Figure 9.
We kept the traffic list at the same size during the experiment. Consequently, it permitted us to isolate
the impact concerning the number of hops on countering the attack. The increasing delay to counter
the attack relies on the time needed to send the blacklist through multiple hops.

The attacker distance regarding the number of hops increases the time needed for an effective
response from SDToW. The blacklist contains only source IPs, and hence it is a file that generally
does not need to be fragmented to fit on the network Maximum Transmission Unit (MTU). Therefore,
the leading cause of delay for multiple hops derives from passing through multiple routers on
our WMN.
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Figure 9. The influence of the number of hops on the total blocking time.

5.3. Experiment 3: Comparing SDToW with Snort

After conducting the experiments mentioned above, we set up a new experiment comparing our
tool with Snort. We chose Snort because it is a widespread tool with multiple functions to detect and
block attacks. Additionally, the literature presents Snort as a tool to counter the Slowloris attack.

Snort was initially created to be an open-source IDS and later become an IPS. It permits
real-time protocol analyses and permits investigations concerning attack behavior. Snort also
provides an extensive attack database providing many filters to detect attacks, i.e., fingerprint attacks,
buffer overflow, DoS and port scans. Snort initially scans the pre-selected interfaces, acting like a
sniffer. During this sniffer task, Snort can capture packets from the network using a passive capture
or by inspecting pre-collected traffic. After collecting traffic data, it uses its decoder module on the
collected packets. The decoder module inspects packets, searching for anomalies that differ from the
default protocol behavior. Then it uses the pre-processor engine that provides in-depth attack analyses
on the received traffic. After detecting an attack that matches its internal attack rules, Snort can provide
two responses: an attack alert and an action based on the alert. The attack alert consists of generating
logs detailing the traffic associated with the alert on the library rules. The action based on the alert
provides prevention action during an attack—i.e., blocks an attack. Snort also permits the creation
of new detection rules based on the predefined attack behavior. In this work, we used a Snort rule
that verifies the number of ongoing connections for each network device. Therefore, whenever a
device reached a maximum connection threshold, it would generate an alert and subsequently block
the attacker.

Figure 10 presents the Snort scenario gathering information from the incoming traffic. We placed
Snort between the AP and the Web server. We designed this scenario to permit a fast attack response by
Snort. Therefore, it can block the attacker whenever the malicious traffic matches the anti-Slowloris rule.
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Figure 10. Experimental scenario using Snort.

In this scenario, Snort blocks the attacker by its IP address instead of the MAC address as our tool
does. The present scenario imposes Snort to block malicious traffic only by its IPs because it has no
information regarding the attacker’s MACs addresses. Only the APs that directly provide WiFi access
to the clients identify their MAC address. Therefore, considering that Snort does not operate inside the
APs, we set Snort to block only the attacker’s IP.

We set up a rule to block attackers with a specific number of ongoing connections to the Web
server, thereby blocking whenever the number of connections from the same IP exceeded the specified
number of ongoing connections.

We compared Snort and our tool by measuring the processing consumption, memory consumption
and false positive errors. By measuring the processing consumption and memory consumption,
we analyzed both tools regarding their scalability. The amount of analyzed traffic data directly
influences the scalability of the tools. After that, we measured the incidence of false positives affecting
legitimate users. The wrong classification of legitimate users as attackers creates problems that can
jeopardize the solution. That problem emerges when many legitimate clients are classified as attackers
and are thus blocked.

Firstly, to measure processing and memory consumption, we set up a scenario varying the
number of clients: Figures 11 and 12. The first test uses only one client, and this client is the attacker.
The subsequent tests present three and six clients, including among them one attacker client. Increasing
the number of clients boosts the amount of traffic data and thus raises the resource consumption.
In the experiment with six clients, our tool achieved 66.7% less processing consumption and 89.1% less
memory consumption than Snort.

Two factors directly enhanced our tool’s performance. The first is the distributive operations
by the modules. Our tool uses three modules on different machines, hence distributing the resource
consumption between the modules. The second factor is the strategy of blocking the attacker on its
first hop. Our tool blocks the attacker on the first AP, where it is connected. Therefore, it reduces
the amount of malicious traffic running on the network. Snort does not block the attacker near its
origin. Therefore, by using Snort, Slowlois will keep sending connection requests to the network.
These requests will pass through the APs until they reach Snort, where they will be dropped.
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Figure 11. Processing consumption comparison for Snort and SDToW.

Figure 12. Memory consumption comparison between Snort and SDToW.

After the resource consumption analysis, we measured the number of false positive errors;
see Figure 13. We conducted the tests with five clients. One of the five clients was an attacker, and the
other clients made legitimate HTTP requests.
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Figure 13. False positive errors comparison between Snort and SDToW.

Snort presents weaknesses considering the occurrence of false positive errors. These weaknesses
rely on the number of ongoing connections permitted by each user. In our tests, we used a Snort
rule that verifies if the number of connections exceeds 20 parallel connections per user. Therefore,
whenever a user exceeds this limit, Snort will drop packets from this user. Considering the page with
10 and 20 objects per page, Snort did not create any false positive blocks.

However, when we increased the number of objects per page to 30, Snort blocked all the clients.
Snort blocked the clients because they exceed the maximum limit of 20 parallel connections per user.
Therefore, Snort erroneously blocked four of the five clients that were not attackers, creating 80%
false positives. The same number of false positives occurred with the 40 objects per page. It is
possible to increase this limit for parallel connections, but at any point, this limitation will create a
challenge between the number of false positives and accuracy. Therefore, raising the limit of ongoing
connections reduces the number of false positives, but it permits Slowloris to consume a higher number
of connections.

Conversely, if we reduce the limit of ongoing connections for each user in the Snort rule, it will
increase false positive errors. Considering a server hosting a page with many objects per page,
it will raise the number of ongoing connections per user. Therefore, if the page has more objects
than the connection limit, it will create a false positive error in Snort detection. The connection
limit does not affect SDToW because its detection mechanism does not use this limitation parameter.
Hence, raising the number of objects per page does not lead our tool to create false positive errors.

6. Discussion

Although SDToW blocks the attacker using its MAC address, it is possible to change the blocking
module to perform the block using the source’s IP address. Blocking an attacker by its IP address
permits Web server protection against attacks that come from the Internet. During a Slowloris attack
coming from the Internet, it is not appropriate to block the attacker by its MAC address. This limitation
occurs because the source MAC address is not the attacker’s address but is the MAC address from the
gateway or is the MAC address from the one-hop device directly connected to the blocking module.
Therefore, if the blocking module operates in gateway devices, it should be configured to block the
attacker by its IP address.
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Another question that arises regards IP or MAC spoofing. SDToW is not able to detect IP or MAC
spoofing. However, it is possible to combine SDToW with a firewall or IPs, thereby protecting from
MAC spoofing and IP spoofing.

SDToW can work with load balancing and a reverse proxy. However, it creates two possible
changes to SDToW architecture. The first one is to install the collection module (CM) on the server
that provides the reverse proxy or the server that provides load balancing. This change would permit
SDToW the ability to capture the traffic dedicated to the Web servers. The second possibility is
to use a promiscuous switch port that grants full access to the same network that hosts the Web
servers. Therefore, the collection module could be installed on a different node and connected with the
promiscuous switch port. Consequently, the collection module would be able to collect the Web traffic.

Slowloris can be mitigated or prevented using restrictions on the Web server access. It is possible
to limit the number of parallel connections per user and discard additional connections from the
same user. Additionally, it is possible to restrain the amount of low-rate traffic on the Web server,
thereby finishing connections that take a long time to have their requests completed. The drawback of
these restrictions relies on the difficulty to distinguish legitimate Web traffic from the attacker traffic.
Therefore, restrictions created to mitigate or prevent Slowloris attacks can also lead to user access
problems. SDToW does not create any traffic restrictions and it blocks the attacker near its first AP.
Hence, it mitigates the attack with a lower network impact.

7. Conclusions

This work presents a detection and blocking tool for the Slowloris attack on WMNs. We performed
a behavior analysis of the referred attack to extract relevant information from the Web server
traffic. We developed filters to collect traffic information. Those filters permitted the correct attack
identification and subsequently blocked the ongoing attack.

We used the WMN structure, creating different modules with predefined objectives. The modules
work in different locations inside the network, executing different tasks. These modules reduce
the resource consumption overhead and permit one to block the attacker using its physical address.
In the experiment using six clients, our tool achieved 66.7% less processing consumption and 89.1%
less memory consumption than Snort. SDToW blocks the attacker near its origin and thus avoids
unnecessary traffic on the network.

We conducted experiments to analyze the impacts of traffic list size and the number of hops.
The results of these experiments provide a more precise understanding of the required time to block
attacks. Therefore, the experiments reveal that SDToW can mitigate an ongoing Slowloris attack before
the Web server’s resource depletion. Moreover, by blocking the attacker on its first hop, SDToW limits
the attacker from trying new attacks on different servers on the WMNs.

Our solution does not limit the number of parallel connections per user. Hence, by avoiding this
limitation, SDToW has a lower incidence of false positive errors. In further research, we intend to
analyze the impact of DDoS on our solution and enhance our tool to provide efficient detection of
distributed Slowloris attacks.
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