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Design and Analysis of Full-Duplex Massive Antenna
Array Systems Based on Wireless Power Transfer

Mohammadali Mohammadi, Member, IEEE, Batu K. Chalise, Senior Member, IEEE,
Himal A. Suraweera, Senior Member, IEEE, Hien Quoc Ngo, Senior Member, IEEE,
and Zhiguo Ding, Fellow, IEEE

Abstract—In this paper, we consider a wireless communica-
tion system, where a full-duplex hybrid access point (HAP)
transmits to a set of cellular users (CUs) in the downlink
channel, while receiving data from a set of energy-constrained
communication devices like user equipments (UEs) in the
uplink channel. The HAP has a massive antenna array, while
all CUs and UEs nodes are equipped with single antenna
each. Time switching protocol is adopted, where channel
estimation, wireless power transfer, and information transfer
between UEs, CUs and full-duplex HAP are performed in two
phases. By adopting maximum ratio combining/maximum ratio
transmission (MRC/MRT) and zero-forcing (ZF) processing at
the HAP, the uplink and downlink achievable rate expressions
in the large-antenna limit and approximate results that hold
for any finite number of antennas are derived. Moreover, the
optimum energy beamformer and time-split parameter at the
HAP are found to maximize the downlink sum-rate under
a constraint on uplink sum-rate. Our findings reveal that
our proposed energy beamforming with ZF and MRC/MRT
processing for information transfer achieves up to 47% and
14% average sum rate gains as compared with the suboptimum
energy beamformer, respectively.

Index Terms—Full-duplex (FD), beamforming, massive
multiple-input multiple-output, wireless power transfer.

I. INTRODUCTION

New generation wireless standards are poised to deliver
higher data rates and support massive number of connec-
tions using innovative technologies. For example, massive
multiple-input multiple-output (MIMO) has become one of
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the core components to be incorporated in the fifth genera-
tion (5G) communication systems. According to the massive
MIMO paradigm, base stations (BSs) are equipped with
large antenna arrays to serve a large number of communica-
tion devices with high quality of services [2]. These devices
are not only restricted to smart mobile phones as they also
embrace sensors, electronic appliances and other machine-
type user equipment (UE) with sensing, processing, and
communication capabilities. Such devices are often deployed
in distributed environments or even hard-to-reach places,
thus replacing their batteries incurs substantial cost and effort
overhead. To deal with this challenge, devices have to be
self-sustained in terms of their energy requirements, for
example, they could use energy harvesting techniques [3].
Meanwhile, in-band full-duplex (FD) communication has
been promoted as an attractive technology to satisfy the
exponential growth of spectral efficiency requirements of
future wireless networks [4]. FD transmissions under high
signal-to-noise ratio (SNR) can potentially double the wire-
less spectral efficiency of conventional half-duplex (HD) sys-
tems by enabling simultaneous transmission and reception
over the same frequency band. However, the self-interference
(SI) from transmit antennas to receive antennas may severely
degrade the performance of FD transceivers [5], [6]. More-
over, FD operation in cellular systems causes additional
interferences as the simultaneous active links are increased
compared to the conventional HD cellular systems. More
precisely, the downlink rates will be degraded by new inter-
ference from uplink users and uplink rates will be affected by
the SI and new interference from neighbouring FD BSs [7].
Today, due to advanced hardware processing techniques, SI
cancellation methods including wireless-propagation domain
techniques [8], complemented by analog-circuit-domain and
digital-domain techniques, have made FD operation feasi-
ble [4]. Moreover, spatial domain SI cancellation solutions
through the use of beamforming techniques have been
proposed and implemented in wireless FD systems [5],
[9]. Intra-cell and inter-cell interference management in FD
enabled cellular networks has been investigated in [10]—
[13]. Specifically, [10] investigated the potential use of
massive antenna arrays at the BSs with FD operation. The
authors in [11] proposed the use of directional antennas to
mitigate the interference in FD cellular networks. In [12],
with the aim of satisfying fairness requirements, transmit and
receive beamforming design in multi-cell FD systems was



studied. In [13], the authors have developed an interference
management mechanism via uplink power optimization in
FD cellular networks.

Massive antenna arrays can help to form sharp energy
beams towards users/devices to improve the energy ef-
ficiency of wireless networks and thus their application
in wireless information and energy transfer systems has
been widely investigated [14]-[20]. Specifically, the authors
of [14] jointly optimized the energy allocation weights in
downlink energy transfer phase and the fraction of energy
used for channel estimation such that a minimum rate among
uplink users is maximized. In [15], the minimum amount
of harvested energy was maximized among the energy
users, while the rate requirements of information users are
guaranteed. In [16], feasibility of wireless power transfer
(WPT) in massive MIMO-enabled sensor networks has been
studied and the outage probability due to energy harvesting
was characterized. In [17], the minimum achievable rate
among all the users has been maximized, by optimizing the
power allocated to the BS and power splitting factor at the
users. An efficient power allocation and beamforming design
was proposed in [18], that improves the energy harvest-
ing efficiency of energy users, while satisfying the outage
probability requirements of information users. In [19], WPT
energy efficiency optimization problem was formulated and
solved in a multi-user massive MIMO system with regard
to beamforming design, antenna selection, power alloca-
tion,and time division protocol in presence of imperfect
channel estimation. The authors in [20] optimized the system
energy efficiency by joint power allocation design at the BS
and the power splitting or time switching parameters at the
receivers.

Common to all of the above works [14]-[20] is the HD
operation assumption at the massive MIMO BS. Recently,
the potential of FD radio in massive MIMO wireless pow-
ered communication networks has been explored in [21],
[22]. In particular, in order to maximize the sum rate
and energy efficiency of the FD system, path-following
algorithms were developed in [21] through jointly designing
the energy harvesting time and beamforming. The authors
in [22] proposed a hybrid time switching (TS) and power
splitting (PS) simultaneous wireless information and power
transfer (SWIPT) protocol design in a FD massive MIMO
system. Specifically, a beam-domain hybrid SWIPT protocol
was designed in [22], where downlink users and uplink
sensors are intelligently scheduled according to their beam-
domain channel distributions to enhance overall transmission
spectral efficiency. By optimizing transmit powers at the
BS during the two phases and the TS ratio, the system
achievable sum-rate is maximized.

In this paper, unlike [21], [22], we study the impact of im-
perfect channel state information (CSI) on the performance
of a FD massive MIMO system consisting an FD HAP,
energy-constrained sensors/user equipments (UEs), and a
set of cellular users (CUs). The communication is carried
out in two transmission phases in the same time slot and

over the same frequency band. In the first phase, HAP
transfers energy to UEs and at the same time receives pilot
symbols transmitted by CUs. In the second phase, the HAP
estimates the uplink channels and uses the channel estimates
to design the transmit beamformer for downlink transmission
to all CUs, while receiving information from UEs. We
assume a massive antenna array at the HAP as a practi-
cal assumption [16]. We obtain the uplink and downlink
achievable rates. Moreover, downlink-uplink sum-rate region
is characterized by optimizing the energy beamformer and
time-split parameter at the HAP. Specifically, the downlink
sum-rate is maximized by ensuring that the uplink sum-rate
is above a certain threshold.
The contributions of this paper are three-fold:

e We derive new expressions in closed-form for the
achievable uplink and downlink rates which are ap-
plicable for large-antenna regime at the HAP that
employs maximum ratio combining (MRC), maximum
ratio transmission (MRT) processing, and zero-forcing
(ZF). In order to provide important insights into the
system performance and highlight the system behavior,
approximate results that hold for any finite number
of antennas for imperfect and perfect CSI cases are
provided.

e Our results show that in the limit of infinitely many
receive antennas at the HAP, N — oo, and energy
harvesting, the HAP transmit power can be scaled down
proportionally to 1/N?2. Moreover, for large transmit
antenna arrays, M, ZF processing provides a constant
gain over the MRC/MRT processing which depends on
the channel estimation errors at the BS.

o In order to maintain a tradeoff between energy transfer
to UEs and the interference they generate to downlink
transmission from HAP, we formulate joint energy
beamforming design and energy harvesting time and
solve it using an efficient method. Energy beamforming
design is solved based on successive convex approxi-
mation (SCA) and semidefinite relaxation (SDR) for the
beamformer and line search is used to find the time-split
parameter.

In our conference paper [1], we derived the uplink and
downlink achievable rates for MRC/MRT processing under
a short-term transmit power constraint. Additionally in this
work, we have presented achievable uplink and downlink
rates for MRC/MRT processing and ZF processing under a
long-term transmit power constraint. Furthermore, we have
generalized our proposed energy beamformer and time-split
design for both MRC/MRT and ZF processing under an
imperfect CSI assumption.

The rest of the paper is organized as follows. The system
model together with the channel estimation and energy
harvesting phases are described in Section II. Section III
presents the results for the achievable rate of both downlink
and uplink transmissions. In Section IV optimum energy
beamforming design is studied. Numerical results are pre-
sented in Section V, followed by conclusions in Section VI.
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Fig. 1: FD HAP system model and protocol.

Notation: We use bold upper case letters to denote ma-
trices, bold lower case letters to denote vectors, and lower
case letters to denote scalers. Moreover, (-), (-)7, and (-)~*
represent the conjugate transpose operator, the transpose
operator, and the matrix inverse, respectively; Also, || - || is
the Euclidean norm, tr(-) represents the trace of the matrix,
and vec(+) denotes the vectorization operation of the matrix.
In addition, ® denotes the matrix Kronecker product and
A =diag{A,---,A,} stands for a block diagonal matrix.
Finally, the statistical expectation and variance operators are
represented by E{-} and VAR(-), respectively. CA/(0,c?)
denotes a circular symmetric complex Gaussian random

variable (RV) with zero mean and variance o2.

II. SYSTEM MODEL

A. Network Topology

We consider a wireless powered communication network,
as shown in Fig. 1, where one FD HAP simultaneously
serves Ky downlink users (denoted as CUs) and K, com-
munication devices (denoted as UEs). The HAP is equipped
with IV receive antennas and M transmit antennas. The CUs
and UEs have single antenna while the each UE employs a
rectenna for energy harvesting. The harvested energy at each
UE is used to power the subsequent uplink data transmission.
A well recognized 5G use case is the coexistence of machine
type devices and cellular users and how to power up such
devices for efficient data transfer is an important issue. To
this end, the considered system model has been actively
considered in the present literature such as [21]-[24].

B. Signal Transmission Model

We assume that transmissions are organized in frames over
quasi-static flat fading channels on the same frequency band.
The length of one frame is fixed to 7' seconds. As shown

in Fig. 1, each frame is divided into two phases. During
the first fraction 0 < o < 1 of time frame, CUs transmit
orthogonal pilots and HAP estimates the uplink channels,
while the HAP simultaneously delivers energy and UEs
harvest energy from the received signal. By exploiting the
channel reciprocity, the HAP obtains the downlink CSI and
then forms the beamformers for information transmission to
the CUs during the remaining fraction (1 — «). Moreover,
by using the harvested energy, UEs send their data during
the interval (1 — «)T.

1) Channel Estimation and Energy harvesting: Let T =
oT be the length of training part for each frame in symbols.
In the training phase, all CUs simultaneously transmit pilot
sequences, while HAP delivers energy to the UEs via beam-
forming. The pilot sequences transmitted by the Ky CUs
is represented by ®4 € CK4*™ (7 > Ky)) which satisfies
(I>d‘I>Z = Ik,. The received pilot matrix at the HAP can be
written as

K
Y. = /PpGaa®a + 7P2 Y Hswe gse + Nag, (1)
k=1

where p,, pilot symbol’s power; Gg, = [8da,1," -
CA[XKd\

s 8da, Kg)] €
is the channel matrix between the CUs and the
HAP; Hg; € CM*N denotes the ST channel with indepen-
dent entries drawn from a CA(0, ng) distribution [5], [9]; pa
is the average transmit power of the HAP for energy symbol,
Wg L € CN*1 denotes the energy beamforming vector for
the k-th UE with ||wg || = 1; sg € C'*7 denotes the energy
sequence transmitted by the HAP for the UEs; and N4 is
the M x 7 noise matrix at the HAP. Moreover, G4, can be
expressed as Gq, = HdaDif, where Hy, € CM*Xa hag
i.i.d. CNV(0,1) elements and stands for small-scale fading
matrix, while Dy, is the large-scale fading diagonal matrix
whose k-th diagonal element is denoted by By,
We can further express (1) as

Ya = I:IXp + Nada (2)



where H = [Gg,, Hg] is the M x (Kq + N) overall
channel matrix, X, = [m{)d;\/ﬁ‘bg] with g =
ZkK:UI1 we Se is the (Kg + N) x 7 signal matrix. Given,
Y., minimum mean-square-error (MMSE) estimate of H
can be written as H = [Gda, ﬂ5|], where!

Gda = CA’"da + gdav
Hs = Hs + s, 3)

where matrices £y, and Es; denote the ii.d. Gaussian
estimation error. According to property of MMSE channel
estimation Gda, Eda» I:IS|, and Eg are independent [26].
Moreover, the rows of Gga, Edas fIs|, and &g are mutually
independent and distributed as CN(0, Qq,), CN(0, Dy, —
Q.4), CN(0,Qs)), and CN(0,03In — ), respectively,
where 4, and (2g; are diagonal matrices with k-th diagonal
element

2
2 TPpBa i
03, = gk 4a
SE 1+ 7paak e
4
2 TPpOs)
=Sl 4b
TSIk = P (4b)

respectively, where p, denotes the transmit sinal-to-noise
ratio (SNR) of each pilot symbol. By using the reciprocity
properties of the wireless channel, the HAP-to-users CSI is
obtained b as Gaq = G(:fa (032(,7,€ = 0337,6).

At time instant ¢, the received signal at the k-th UE is
given by

Ky
Yu,k[1] = \/DaBau,k WE kSE[I] + \/1732 8au, kWE,¢SE[7]
£k

+ /Pp&duk Pd,i + N k[1], @)

where g, € CYN and gy, € C1*Ed denote the
channel vectors from the HAP and the Ky CUs to the
UE k, respectively. In particular, g, and gq, % can be
expressed as gaux = \/Sau,khauk and gaux = DiL/'Qkhdu,k,
respectively, where h,, ; and hg, , denote the small-scale
fading vectors whose eateries are i.i.d. CN(0,1), Bayk is
the large-scale fading coefficient between HAP and UE k,
and Dy, is the large-scale fading diagonal matrix whose
m-th diagonal elements, i.e., B4y km, models the large-scale
fading between the m-th CU and k-th UE, ®4; denotes the
i-th column of matrix ®4, and n, x[i] ~ CN(0,02) is the
AWGN at the k-th UE.

The k-th UE rectifies the RF signal y, [¢] for charging its
battery. We assume that the amount of the harvested energy
from the received noise is negligible since the noise power
is far less than the received power from the HAP. Thereby
the noise power is neglected from the harvested energy [27],
[28]. Moreover, since transmit power of the CUs’ is low we
assume that the amount of the harvested energy from the

'In order to minimize the MMSE estimation error ®g and $4 must
be pairwisely orthogonal. This implies that 7 > N + Kjy;. Although this
condition implies that the pilot resources needed to estimate the SI channel
is high, in practice there is no need to increase the number of antennas
beyond a certain value to achieve high spectral efficiency [25].

signal is relatively marginal. Therefore, transmit power of
the k-th UE’s during the consequent (1 — «) fraction of the
time frame can be written as

Ky
Puk = KPa Z |gau,kWE,j|2
i=1
= #paBaukhau s WEWLR] . 6)
where Wg = [wg1, -+ ,wgg,] € CV*EKua denotes the
energy beamforming matrix, £ = = where 0 <7 < 1

denotes the energy conversion efficiency.

2) Uplink and Downlink Data Transmission: The HAP
uses the estimates of the SI and HAP-to-CU channels to
performs beamforming to transmit information to the users?.
We assume that perfect CSI of the UE-to-HAP channels is
known at the HAP. In general, UE positions are changing
relatively slowly. Therefore, the HAP-to-UE channels can
be accurately estimated. Moreover, the CSI can be updated
using the subsequent UE to HAP transmissions in the uplink.

At time instant ¢ of the second phase, the HAP uses
the receive combining matrix W, = [w, 1, -+, W, g,] €
CN*Eu to separate the received signal into K streams. The
k-th column of W,, i.e., w,, is the receive beamformer
corresponding to the k-th UE. Therefore, after applying the
receive combining matrix W,., the received signal at the
HAP is given by

r.[i] = WiGu.xu[i] + WIHIWxq[i] + Win,[i], (7)

where Gua = [gua,la‘ T ;gua,K\”] € (CNXKUI (Wlth Bua,k =
gi,k) is the channel matrix from K sensors to the HAP,
xuli] = [zealil, o zur, [i]]T with Qu £ E{x,x]} =
diag{Pu1, -, Purc,} and xq[i] = [x41[i], - , x4 x5, [i]]"
with E {xdxj; = p.lk,, are the information signals corre-
sponding to the UEs and CUs, respectively. Downlink beam-
former at the HAP is denoted by W, = Wity -, Wikl €
CM>Ea in which the k-th column, i.e., Wy, is the transmit
beamformer corresponding to the k-th CU.

The received signal from the UE k, denoted by 7, x[i],
can be expressed as

Ku
Ta,km = Wikgua,kxu,k’[ﬂ + Z Wlkgua,fzu,é[ﬂ
(+k
Ka . Ka
+ > wl B aa il + > wl E4v paa fli]
(=1 (=1
+ w:[_’kna [i]. (®)

We note that the HAP knows its own transmit signals
Wi o%de[?] and the MMSE estimate of the SI channel.
Therefore, the SI term Zfz‘”l W;r,7kHs|Wt7gl’d,g [7] in (8) can
be canceled [5]. However, due to hardware impairments at
the full-duplex transceiver, the SI term cannot be completely
removed. We consider a more realistic case where SI cancel-
lation is imperfect and residual interference exists. We model

2In massive MIMO systems, channel reciprocity is widely exploited to
estimate the channel response on the uplink and then use the acquired CSI
for transmit beamforming of payload data, provided that the system operates
in TDD mode [29].



the residual SI as Hgj ~ CN(0, k102,), where the parameter
k1 defines the level of residual interference. In particular,
k1 = 0 implies perfect interference cancellation [5]. Ac-
cordingly, denoting £g; = E¢ +H5|, the observed signal-to-
interference-plus-noise ratio (SINR) at HAP corresponding
to the UE k can be written as

'Ya,k(wh Wrk, WE7 Oé) =

Pu, k|WI 1 8ua, k|2

e, {Iwh sl o w2

&)

At time instant ¢, the received signal at all CUs can be
expressed as

Zz;&kpu 1!|W

GaaWixqli] + Guaxuli] + ngli] (10)

CKaxKu

rafi] =
where Gag = GJ,, Gud = [8ud,1; 5 8ud,ka) €
represents channel matrix between the K, UEs and the
Kq CUs, ie., gud.km = [Gud]gm is the channel coefficient
between the m-th UE and the k-th CU which can be written
as gud,km = v/ Bud,kmPud, em Where hyg kn, is the fast fading
coefficient (guq x € C'*%u is the channel vector from Ky
UEs to k-th CU); ny[i] is the AWGN vector at Ky CUs.
According to (10), the received signal at the k-th CU is
Kaq
7d,k[1] = Bad kWi, kTd,k[1] + Zgad,kwtlxd,f[i]
04k
+ Bud, kXu[t] + 1 x[1],
Kaq
= 8ad kWt kZd k1] + Zgad,kwtlmd,f[i]
0k
Ky
+Z€ad,kwt,€xd,€[i]+gud,kxu[i]“v‘nmk[i]a (11)
=1
where ng 1 [7] is the k-th element of ng[i] and .4y is the k-
th column of £,4 (€4 = 8da). We assume that the effective
channel gains, i.e., |gad,k€vt7k|2 is sent to the k-th user via a
low-rate feedback link. Moreover, the k-th CU never knows
the channel estimation error €,q ) and gudxe. Therefore,
from (11) the SINR at the k-th CU can be expressed as (12)
at the top of the next page.

III. ACHIEVABLE RATE ANALYSIS

In this section, we derive the uplink and downlink
achievable rates for MRC/MRT and ZF processing at the
HAP3. We assume that HAP deploys MRT beamformer for
energy transfer to UEs as motivated in [15]. Therefore, the

3Among different transmit/receive beamforming schemes, MRC/MRT
and ZF are two simple linear and practical candidates for massive MIMO
systems, which are widely used in the literature [2], [30], [31]. We notice
that, a major concern about deployment of massive MIMO technology is
how operations on large matrices and the interconnection of the many
antenna signals can be efficiently performed in real-time. Digital signal
processing required to realize the massive MIMO system concept has
been investigated in [32], where the co-design of algorithms, hardware
architecture, and circuits have been examined in detail. Specifically, it has
been shown in [32] that, low-complexity digital circuitry implementations
in deeply scaled silicon are possible, despite the excess number of antenna
signals.

energy beamformer is set to Wg y = Hg H The achievable
downlink and uplink sum-rate of the system are respectively
given by

Ku

RU :(1 —Oé) E{IOgQ (1+7a,k(wtaWT7WE7a)>}a
k=1

Rp=(1-a) §E {10g2 <1+ vd,k(VAVt,WE,aD} . (13)
k=1

A. MRC/MRT Processing

We consider MRC/MRT processing since it is a very
simple signal processing architecture. The MRC/MRT pro-
cessing maximizes the received SNRs, while neglect the
inter-user interference and SI effect. Therefore, MRC/MRT
processing provides good performance at low SNRs, and
works poorly at high SNRs. For the MRC/MRT scheme, the
receive and transmit beamformers are given by

MRC
W™ = amrc Guas

X7MRT At
Wt = aMRTGad

(14a)
(14b)

where apmrc and apgrt are normalization factors, chosen
to satisfy a long-term total transmit power constraint at the
HAP, given by [33]

wre=1/\[& {ir (GhGu)} = [
k=1 Fau,k

(15a)

AMRT = 1/\/E {tr (GadG \/M 2?1 de k
(15b)

We next derive new approximate closed-form expressions
for the achievable uplink and downlink rates of the system
with MRC/MRT processing.

Proposition 1: With MRC/MRT processing at the HAP,
achievable uplink rate of the k-th UE can be approximated

as
%) 1 N
RMR~ (1— / 1—
i (1) 0 ( <1+90k2> >

Ku —thuz
()
(=1,0k 14z z
where p; = nﬁauJ(K I+N-1) withj € {k, £} and ¥, =
kiod+ HZZ' = + L. where p, = 02.
Proof: See Appendlx A. [ ]
Although the integral in (16) seems not to admit a closed-
form solution, it can be efficiently evaluated numerically
using Matlab or Mathematica. Alternatively, in the following
we derive a closed-form lower bound for the uplink achiev-
able rate of the system with MRC/MRT processing.
Proposition 2: With MRC/MRT processing at the HAP,
the uplink achievable rate of the k-th UE can be lower
bounded as

RYR k= Rul k =(1—a)log, (H

(16)




’yd,k(wh WEa Oé)

~ ~ 2
Pa ‘gadJth,k'

Pa Zé;ﬁk |ad kW, 0|2 D2 Y Feyy o { €20 kW02 + 3212 PuB{|Gud ke|?} + 02

(12)

Mﬁad,k

RdIkNRdIk*( a)logy | 1+

K a
Ze 1g¢kﬂade+z ‘! ( ot

(20)

) (,-;(Km +N-1) Zfi'l Bud, keBaue + ,%)

a,'

kB2, (Ku+ N—=1)(N - 1)

2 73
_1) + k10'5|+ 1+7'Pa(7§|

K Ze e (Eat+N
(17)

Proof: See Appendix B. ]
Remark 1: The aforementioned result in (17) indicates

that, the SI can be mitigated by using massive transmit an-

tennas at the HAP. Furthermore, the intra-sensor interference
receiver at the HAP, a lower bound on the achievable uplink
KBz (K + N = 1)(N — 1)
Now we turn our attention to derive the downlink achiev-
the downlink achievable rate.

is vanished. [9]
Corollary 1: With MRC/MRT processing and genie aided
rate of the k-th UE is given by
Ry > RYR =(1 — o) log, (1+
(18)
“Zgzlk Bgu,[( u+ N —=1)+kod + >
Proof: See Appendix C. ]
able rate of the MRC/MRT processing. The following propo-
sition provides the analytical expressions corresponding to
Proposition 3: The achievable downlink rate of the k-th
CU with MRC/MRT processing can be approximated by

Rdl K~ Rdl x = (1 —a)log, <1+
Maagd,k )
K. Ka (92 ’
v pon Og o+ Bad ke — 024 1) 200 (ﬁ)
(19)
where I' = f(Ku + N = 1) Y0 Bud keBaue + .
Proof: See Appendix D. ]

It can be readily inferred from Proposition 3 that the
achievable downlink rate of the k-th CU with MRC/MRT
processing is directly proportional to the number of transmit
antennas at the HAP, while it is in inverse ratio with the
number of receive antennas and the value of K, and Ky.

Remark 2: The achievable rate in (19) is ob-
tained by using the approximation E{log, (1+ &)} ~
log, (1 + ig,(]]f ) [34, Lemma 1]. Following the proof of the
lemma in [34, Appendix I], if X and Y are two non-negative
RVs with properties that VAR((;/)) and ‘;@R{)frg) approaches
zero, the approximation is asymptotically tight. Here, we
can readily check that ‘;@R(g)) — 0 and % — 0 as
M — oo, since the two numerators increase with order M
while the two denominators increase with order M 2. Hence,

1)'
+/’a

the approximation is asymptotically tight as M increases.
Corollary 2: The achievable downlink rate of the genie
receiver with MRC/MRT processing and for M > 2 can be
approximated as (20) at the top of the page.
Proof: Proof follows similar steps to that of Proposi-
tion 3. [ ]

B. ZF Processing

In this scheme, ZF receiver and ZF precoding are de-
ployed at the HAP. Moreover, by projecting each stream
onto the orthogonal complement of the interpair interference,
the interpair interferences are nulled out. In particular, the
1nterpa1r uplink interference in (8) is represented by the term
Zuk wr 4 8ua, ¢y ¢[7], while the term Zgg'k Bad kWi 02d e[7]
in (11) represents the interpair downlink interference. The
ZF receiver and ZF precoding matrices are respectively given
by [9]

1

WZF = arzrGua (Gl,Guwa) (21a)

WE = arze G, (GuGly) (21b)
where arzr and aTzF are normalization constants satisfying
long-term total transmit power constraint at the HAP and

given by [33]

-1 N - K,
aRZle/\/E {tr (GIaGua) } = ﬁ’ (222)
k=1 Bau,k’
A a1 M — K,
aTzF= 1/\/E {tr (GadGId) } = le (22b)
k=10ad,k

In the sequel, we provide a new approximate closed-form
expressions for the lower bounds of uplink and downlink
achievable rates for ZF processing. When the number of UEs
and/or CUs is high, the computational complexity of the ZF
precoder lies in the inversion of large scale matrices. A low-
complexity method based on matrix inversion is proposed
in [35] to decrease the computational complexity of the ZF
and the MMSE precoders.

Proposition 4: With ZF processing and M > Ky, N >
K., the uplink achievable rate from the k-th UE can be
lower bounded as

2
R k>Ru|k_(1_05)10g2 <1+ ﬁauk;(N K ) )

k105| + 1+7’p ‘72| +

(23)
Proof: See Appendix E. [ ]



Proposition 4 indicates that, the uplink achievable rate
from the k-th UE with ZF processing increases with the
number of HAP transmit antennas unboundedly and de-
crease with the number of UEs. Moreover, comparison
between (17) and (23) reveals that by increasing the number
of HAP transmit antennas, the uplink achievable rate of
ZF processing is more pronounced than the MRC/MRT
processing.

Proposition 5:  With ZF processing the downlink achiev-
able rate of the k-th CU can be approximated as

Rczill,:k ~ (1-a)log, (H

(M — Ka)/ S04 02, >.

(5ad,k _Uagd,k)+"{ (Kul+ N-1 ) lelﬁau,lﬁud,kf+l/pa

(24)
Proof: The proof is omitted due to its similarity to the
proof of Proposition 4. [ |

Proposition 5 implies that the downlink achievable rate
of the k-th CU is a decreasing function of the number of
CUs and UEs. This is due to the fact that, by increasing
the number of CUs and UEs, the inter-user interference and
intra-sensor interference are increased.

In order to investigate the potential for power saving in
the data transmission phase, we set P, = %, where F,
is fixed regardless of N. When N — oo, the asymptotic
performances of MRC/MRT and ZF processing are the same
and given by

Rul K= Rul k = (1 —a)log, ( "iﬁau k) , N — oo.

This result shows that, with large antenna arrays, we can
reduce the transmitted power of the HAP proportionally to
1/N 2. The same results have been found in the literature,
in context of multipair FD relaying [9] and uplink massive
MIMO systems [31].

Remark 3: Comparing Rd, % in (19) with Rd, « In (24),
the downlink gain achieved by using ZF processing over
MRC/MRT processing at the k-th CU and for large transmit
antenna arrays, M, can be quantified as

k Ef Y o £
Girlogy | 7— = —— | -
T2 2051 O e
The aim of using MRT energy beamformer in the pro-
posed MRC/MRT and ZF processing schemes is to maxi-
mize the amount of power transferred from HAP to UEs.
However, if UEs harvest high amount of energy during the
energy harvesting phase, this might cause that the amount of
interference inflicted on the CUs is significantly increased.
Therefore, this motivates us to design the energy beamform-
ers as well as energy harvesting time in order to establish a
tradeoff between energy deliver to UEs and the interference
they generate to downlink transmission from HAP.

(25)

IV. ENERGY BEAMFORMING OPTIMIZATION

In this section, we consider joint optimization of energy
beamformers at the HAP and time-split parameter. We aim

to jointly design time-split parameter, receiver combiner,
transmit and energy beamformers so that the sum downlink
instantaneous spectral efficiency is maximized, while a pre-
defined sum uplink instantaneous spectral efficiency at the
HAP is ensured. Therefore, the optimization problem can be
formulated as

 max Rp(W,, WE, ) (26a)
W, W, Wg,a

s.t Ry(Wy, W,., Wg,a) >R, (26b)

[Werll =1, k=1,---,Kqg (26¢)

[wrkll =1, k=1, Ky (26d)

[werll =1, kE=1,---,Ku, (26e)

0<ac<l, (261)

where R, is the predefined rate for the uplink sum-rate. By
inspecting the optimization problem (26), we can see that
it is a complicated non-convex optimization problem with
respect to (w.r.t) the receive/transmit beamforming vectors,
energy beamforming vector, and time-split parameter «. In
order to circumvent this issue, by noticing that ZF and
MRC/MRT processing schemes provide good performance
and low complexity in massive MIMO systems, we proceed
to develop an optimum energy beamforming and time-split
parameter design. The optimization problem (26) with the
ZF and MRC/MRT processing can be expressed as*

we B Ry (WEg, ) (27a)
s.t Ry(WEg,a) > R, (27b)
[werll =1, k= K, (270

where ¢ € {MR, ZF}.

The following proposition provides the closed-form ap-
proximate expressions for the downlink and uplink spectral
efficiencies for problem (27) with energy beamforming ma-
trix WEe.

Proposition 6:  The downlink and uplink spectral effi-
ciency of the system with MRC/MRT and ZF processing
can be approximated as

K

RL(WE, o) = (1—a) Z log, (1—1—

Ai
(@) >, (28)
2t (DyH, WeWLHLD] ) + @} ()
and
Ky
Riy(We, )~ (1-a) log, (1+\p;(a)hau YWeWLh! k)
k=1

(29)

respectively, where
Dy, = diag {/Buait Pt

4The optimization problem (27) is a suboptimal problem of (26). How-
ever, since in in massive MIMO, the performance of ZF is very close to
the performance of the optimal processing [36], it is expected that (27)
provides a very good result which is close to the one obtained from (26).

Bua ki Pas iy | (300)



Hay g = [how1, - hay i, ] € CEXY, (30b)
Mot
AMR( ) e ad,k (300)
)y 1Uade
$i% 0 1
‘I)I'XIR(@) =03dk gé? 2M (ad,k_a'fd’k +>.(30d)
D005, Pa
anN 32, k( 1 1\
UMR(a) = ——2%8 (kyod+ ————+— ] ,(30e)
b (@) (1-a) 1o 1+ap.od,  pa
M — K,
A% (o) = W), (300
Z(f 1Uad€
1
7 (o) = ( adk = Oog i + p) ; (30g)
a
: 1 1\ "
T2 (o) = YMBau.k (kz 2++) . (30h
k (a) (i—a) 103, Trapaol | s (30h)

—1
1
WlthUdk—Olﬁadk(Oé—Fm) .

Proof: The proof follows simply from results developed
in Proposition 3 and 4. [ |

Let us define I:Iamk = D;H,,. By invoking Proposition 6,
the problem (27) can be written as
Ka
(1—a)Zlog2 (H-

max

WEeg,0<a<1
A'(a) : ), (31a)
2t (Flau s WeWEE], ) + @ (o)
Kul D
Z- R,
ZlogQ (1+\Ilk( ) au kWEW hau k) (1 _ Ot),
k=1
(31b)
||WE,k|| = 1, k=1,~-~ ,Ku|. (310)

Problem (31) is non-convex and finding its global op-
timum solutions is often computationally infeasible. In
order to tackle the con-convexity of (31), we refor-
mulate it by introducing an auxiliary variable, % =

1ot (IﬁIMWEWTHT )+ i (o), and then using

(1 au,k
haw s WeW(h!, , = wi (hau haug ® IKU‘) we,  (32)
and

tr (ﬁau,kWEWEﬁlu,k) (Hau WHau e @ IKuu) WE

(33)

where wg = vec(Wg) and we used the fact that
tr(ABC) = tr(CAB) and tr(AXB) = (BT ®
A)vec(X) [37]. Therefore, we rewrite (31) as
K '
1— log, (1 + A 4
WE,TI:}g‘gafl ( a) ; 082 ( + (a)Tk) ’ (3 a)
an - : 1
t t Ag) 4+ ®i(a) < —,  (34b
s i—a) r (WeAy) + @ () - (34b)

Vk € {1, 7I(VC“}7

Ky D,

. _ _ Ru
Z log, (140}, (e)tr (WeBy)) > i—a)’ (34c)
k=1
tr(We) = Ky, (34d)
rank(Wg) = 1, (34e)
We =0, (34f)

where Wg = WEWE, Ap = (H H3U7k®IKul> and

au,k
B (hau phauk @ Ik and we applied the SDR tech-
nique to relax the quadratic terms of the beamformers in
the objective function and constraints. The optimization
problem (34) is still non-convex (even Ww.r.t {WE,Tk})
due to non-convex constraints (34b) and (34e). In order to
circumvent the non-convexity of the (34b), let us introduce
Tr = (m)~! and fx(7y) = logy(7x). Since fi(7y) is
concave, we have
af, k(T k 0)

Fe(T) < fu(Tro) + —F=—— o,

Now by invoking (35), we approximate the objective
function in (34) by its lower bound. Therefore, for a given «,
by dropping the rank-one constraint, problem (34) becomes

ul )2

(Tk = Tr,0)-  (35)

K
max  » log, (7 +A'(a))—
WeTe o1
1 Ka 1
m Z (10g(Tk,0) + 7__770<77'k - Tk:,O)) 5 (363.)
st (177_ )tr (WEeAy) + @) (o) < 7, (36b)
VEe{L,-- Ka},
Ky P
> log, (1 + 7} (a)tr (WeBy,)) > (1_ua)7 360)
k=1
tr(WE) = Ky, (36d)
WEe = 0. (36e)

The optimization (34) is then solved by solving (36) in
conjunction with a line search over a. The value of «
and W that maximize the objective function in (34) are
retrieved as optimal solutions. Unfortunately, it is not possi-
ble to guarantee that (36) always yields rank-one solutions.
However, in our numerical simulations, we have found that
(41) yields rank-one solutions with a very high probability.
We outline the proposed optimization method in Algorithm
1.

Since (34) needs to be solved with successive convex
approximation for each «, it can be said that the complex-
ity of Algorithm 1 is high, although exact computational
complexity analysis is beyond the scope of this paper. In
our future work, we will consider methods to decrease this
complexity.

As an special case, we consider genie aided receiver case.
By invoking (12) and after some algebraic manipulation,
the downlink spectral efficiency with MRC/MRT and ZF
processing can be approximated as



Algorithm 1 The proposed optimization scheme

Step 1:
Step 2:
while not converged do
Start with initial [Ty o, - , Tky,0)-
Obtain the energy beamformer W using (36),

Define a grid of « in steps of da, start with o = 0.

Update [T, - ,Tk,,0] With the solutions of (36).
end while
Step 3: Take another value of « from its grid and go to
Step 2.

Step 4: Take o and WE that maximize objective function.
if Wg is rank-one then
e Take wg as the eigenvector corresponding to maxi-
mum eigenvalue of W and scale with /K.
e Recover Wg from wg.

else
Approximate rank-one using randomization
method [38].
end if
) Kai
RL (W, a)zu—a)ZlogQ(H
k=1

=1
=

20 gy (ﬁau’kWEWgﬁlu’k) i )
where i € {MR,ZF}, EMR = p.adcrllaa r* TMR =
PaCtRT Zf:dlu;ék |gad,kgid}g|2 +1, 2F = % and
TZF = 1/p.. '

Furthermore, the uplink spectral efficiency of the genie

aided HAP with MRC/MRT and ZF processing can be
expressed as

(37

Ky

RYMR(We,a) = (1—a) ZlogQ (1+
k=1
Kﬂau,ktr(h:uﬂkhau,kWEWE)”gua,k-||2
B Sk Bl drlPtr(bl, hau SWEWE) + k103 +1/pa )
(33)
and K
ul
RLZJF(WE, a)=(1-a) z:log2 (1—|—
k=1
K Bauk (N — Kul)tr(hzu_’khau,kWEW£> 39
klagl +1/pa ’

respectively. Note that with RYR(WEg, ) in (38), the op-
timization problem (26) is not tractable (or convex). Fortu-
nately, when NV is large, by using the law of large numbers,
we can neglect the intra-sensor interference. In the numerical
results, we show that this approximation is very tight and
fairly accurate. Therefore, by neglecting the intra-sensor
interference term in (38), we obtain

Ry(We,a) = (1-a) Y log, (1+
k=1

Ayt
A

Fig. 2: A system topology with Ky CUs and K, UEs
located within a circle of 250 m radius is used in numerical
examples.

a®'!
(1-a)
where OMR — nBauk || Gua, i |I> and ©ZF — nﬁau,k(N*Km).

1€1¢7§|-i-1/pa kla§|+1/pa
To this end, when N grows large, the optimization prob-

lem (27) can be expressed as
Kqi

tf(hiu,khau,kWEWE)>7 (40)

WE%anagl (1—04);10g2 (1+
e —— ) (412)
str (Hay  WeWLH], ) + 70
Kul
s.t (1-a) Z log, <1+
k=1

a®? _
(1_ a) tr(hiuvkhau,kWEWE)> Z Rm (41b)
||WEk|| = ]., k= ].,~~- 7f{u|. (410)

For a given «, the optimization problem (41) can be solved
in a similar way as that for problem (31). In particular, we
successively approximate (41) as an SDR to optimize Wg,
in conjunction with a line search over a.

V. NUMERICAL RESULTS AND DISCUSSION

In this section, simulation results are presented to verify
the effectiveness of the proposed beamforming scheme. We
consider a wireless powered massive network as shown in
Fig. 2, where cell radius is considered to be R, = 250 m.
The HAP is located at the center of cell, K 5 UEs
are randomly located within a reference distance (RD) of
R, = 25 m from the HAP, which is the case for small-
cell scenarios [21], [24], and K4 = 3 CUs are randomly
distributed across the whole of the cell. we assume that p, =
pa and the energy conversion efficiency is set to be n = 0.7.

As for simulation parameters, we use the HataCOST231
and 3-slope path loss model [39] to imitate the large-scale



TABLE I: System Parameters for the Simulations.

Parameter Value
Carrier frequency 1900 MHz
Bandwidth (B) 20 MHz
Osh 8 dB
Noise Figure (F') 9 dB

HAP antenna height 20 m

CU and UE antenna height 1.5 m

dl, do 50, 10 m

fading coefficients, i.e. By = 10(5FPL(ak))/107 3 ()0 —
10S+PL(A:0)/10 and Boy g = 10(5+PL(duie)) /10,

where & ~ N(0,02,) presents the shadowing fading
effect and

—L — 35log;,(d) d>dy

PL(d) =< —L—15log;y(d1) —20logo(d) do < d <dy,
—L —15log;,(d1) — 201logo(do) d < d,
(42)

with d = daui (d = dagk, d = dugre) being the distance in
km between the HAP and UE k (between the HAP and CU
k, between UE k and CU /) and

L =46.3 + 33.91og,,(f) — 13.9210g, o (ha)
— (1.110g,o(f) — 0.7)hy + (1.561og,o(f) — 0.8), (43)

where f is the carrier frequency (in MHz), h, is the HAP
antenna height (in m), and h, denotes the user antenna height
(in m). The large-scale fading coefficient of the SI link at the
HAP is calculated as 02 = 10775 where PLs, = —81 dB.
Unless specifically stated otherwise, similar to [39], other
parameters are given in Table L. Therefore, noise power o2 =
kpToBF = —92 dBm, where kp = 1.381 x 1023 Joules/K
is the Boltzmann constant and 7y = 290 K is the noise
temperature.

Fig. 3 shows the achievable downlink and uplink sum-
rate of the system with MRC/MRT and ZF processing. The
“Simulation” curves represent the sum-rates obtained from
the outputs of a Monte-Carlo simulator using (13), while
the “Analytical” curves represent the achievable sum-rates
obtained by using Propositions 2- 5. It can be seen that the
derived lower bounds are tight for a large range of transmit
power, specially in case of ZF processing. This implies that
our analytical closed-form results form a good predictor
of the system performance. Moreover, from Fig. 3(a), it
can be observed that at low transmit power levels, where
the intra-sensor interference is not significant, MRC/MRT
outperforms the ZF and vice versa at high transmit power
levels. Furthermore, the achievable uplink sum-rate obtained
from both MRC/MRT and ZF processing are saturated in the
high transmit power region due to imperfect SI cancellation
at the HAP.

Fig. 4 shows the achievable sum-rate of the system with
the MRT/MRC and ZF processing for different number of
transmit and receive antennas at the HAP. We can see that
the proposed approximations and lower bounds are very
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Fig. 3: Average sum-rates versus p, (M = N = 100, a =
0.5, k1 = 0.01).

tight, especially for large antenna array. or a transmitter with
a large number of antennas, M, ZF processing provides
a constant gain over the MRC/MRT processing, which
confirms our finding in Remark 3. Furthermore, it can be
observed from Fig. 4(b) that the difference in the achievable
uplink sum-rate between ZF and MRC/MRT processing is
significant when the number of antennas is large. This is
because in the MRC/MRT processing the intr-pair interfer-
ence term in (17) scales with number of receive antennas,
N, while in the ZF processing the intra-pair interference is
completely cancelled out.

Fig. 5 illustrates the impact of the number of transmit
(receive) antennas at the HAP on the achievable sum-rate
of the proposed MRC/MRT and ZF processing schemes.
It is noted that average uplink (downlink) sum-rate of the
system remains almost constant when increasing the number
of transmit (receive) antennas for N = 100 (M = 100).
This observation is important as it provides the possibility
of deploying large antenna-array just at the transmit (receive)
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Fig. 4: Average sum-rates versus the number of transmit
(receive) antennas the HAP (p, = 30 dBm, a = 0.5, k1 =
0.01).

side of the HAP, when a predefined achievable rate (or a QoS
requirement) is desired at the uplink (downlink).

Fig. 6 shows the rate regions obtained with the proposed
Algorithm 1 with MRC/MRT and ZF processing. We further
included the rate region of a low-complexity energy beam-
forming design as a benchmark, at which a ZF constraint
has been considered to ensures no interference at the UEs
from the CUs. In this case, the optimization problem is

max V_V;[:BV_VE, (44a)
[Well?=Ku

st WLAGWE=0, Vke {1,--- Kq} (44b)

To solve the problem in (44), we first apply SDR technique
by using a positive semidefinite matrix Wg = v‘va_VE and
relaxing the rank-constraint on Wg. The relaxed optimiza-
tion problem (44) in terms of Wk is

max tr (WEB) , (45a)
We
s.t tr (WEAk) =0, Vke {1, s ,Kd|}, (45b)
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Fig. 5: Average sum-rates versus the number of transmit (re-
ceive) antennas and for a fixed number of receive (transmit)
antennas at the HAP (p, = 30 dBm, oo = 0.5, k1 = 0.01).

tr(WE) = Ky, Weg = 0. (45¢)

The optimization problem (45) is a standard SDR problem.
Let W be the optimum solution of (45). The beamforming
vector wi is obtained wi = /K,uuf, where @ is the
eigenvector corresponding to non-zero eigenvalue of V_V*E‘.
Accordingly WEg can be extracted from wg and then «
is numerically obtained from (31). As expected, the pro-
posed Algorithm 1 significantly outperforms the benchmark
schemes. This observation can be explained as follows. The
energy beamformers used in the benchmark scheme try to
cancel the interference inflicted on the UEs from CUs and
maximize the achievable uplink rate. However, it does not
take it to consideration that UEs can transmit their uplink
data in the following slot with high powers if they harvest
more energy in the energy harvesting phase. As such, UE
nodes can produce significant interference to downlink data
transmission from HAP. On the other hand, the proposed
energy beamforming and harvesting time design and tries to
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Fig. 6: Average downlink rate versus average uplink rate for
the proposed energy beamforming design (N = M = 50,
pa = 30 dBm).

maintain a tradeoff between energy transfer to UEs and the
interference they generate, due to the harvested energy, to
downlink transmission from HAP.

VI. CONCLUSION

We have characterized the achievable uplink and down-
link rate of a massive MIMO-enabled information and
energy transfer system with the time-switching protocol.
In particular, we have derived the approximate and asymp-
totic achievable rate expressions, which provide an efficient
means to evaluate the impact of the number of antennas,
number of uplink and downlink users, and channel estimate
errors on the achievable uplink and downlink rate of the
considered system. We further quantified the performance
gain achieved by using ZF processing at the HAP over the
MRC/MRT processing. We found that for large transmit
antenna arrays, ZF processing provides a constant downlink
gain over the MRC/MRT processing that depends on the
number of downlink users and their channel estimation
accuracy. In order to maintain a tradeoff between energy
transfer to UEs and the interference they generate to down-
link transmission from HAP, due to the harvested energy, we
have proposed a joint energy beamforming and harvesting
time design at the HAP. Specifically, downlink sum-rate of
CUs has been maximized, while ensuring that the uplink
sum-rate of UEs is above a certain threshold. The proposed
energy beamforming design ensures a more balanced rate
region between the uplink and downlink as compared with
the suboptimum energy beamformer design.

APPENDIX A
PROOF OF PROPOSITION 1

By substituting WT k , Pu,. and p, ¢ into (9), the achiev-
able uplink rate of the k-th UE can be expressed as (46)

;
at the top of the next page, where §, = gﬁag,kg;a”,z' When N
grows large, we have ’
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rate in (46) can be written as (48) at the top of the next
page. Now, we focus on the SI term in (48). Let us denote

. Therefore, the achievable uplink
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where (a) is obtained by using the fact that the rows of Eg)
are distributed as CN (O,aglIN — Qg)) and (b) is obtained
by using 05, k- Since the covariance matrix does not depend

)IM.

on Wy, w SS, is a Gaussian distributed vector and in-

dependent of w,. ;. Therefore, Z;, = Eg, {|£5|Wt z| ‘wt g}

where Eg = wnké'S,. Accordingly, we can obtain
Zy, = Eg, {VAVIIESISSI‘?Vt,Z“;Vt,E}
1
= (bt + g ) a2 )

Hence, by substituting (49) into (48) and recalling that

aﬁ,l RT = Kid'a the achievable uplink rate (46) can be

approximated as (50) at the top of the next page.

We notice that ||ga, x||? follows Chi-square distribution
with 2N degrees-of-freedom. Moreover, conditioned on
Sau,k» ¢ is zero-mean Gaussian RV with variance B¢,
which does not depend on g,, ;. Therefore, g, is Gaus-
sian RV and independent of g, x, Go¢ ~ CN(0, Baus).
Accordingly, using the moment generating function (MGF)
approach [40, Lemma 1], uplink achievable rate can be
obtained as (16).

APPENDIX B
PROOF OF PROPOSITION 2

From (50), by the convexity of log, (1 + %) and using
Jensen’s inequality, the lower bound on the achievable rate
is obtained as (51) at the top of the next page.
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where (a) follows from the fact that g, ~ CN (0, Bay¢) and

(b) follows by using the identity [41, Lemma 2.10]

=

where W ~ W,,(n,1,,) is an m X m central complex
Wishart matrix with n(n > m) degrees-of-freedom. Finally,
by substituting (52) into (51) we arrive at the desired result.

E{tr(W (53)

APPENDIX C
PROOF OF COROLLARY 1
With the genie aided receiver at the HAP, we have g,q 1, =
8ad,k» 1.€., €ad,; = 0. Hence, the k-th stream of r, [i] in (7)
can be expressed as
Kul

W BuakTukli]+ D W 8ua ety li]
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Moreover, the SI term wi HsIW; 024 ¢[t] is known at the
HAP and known interference cancellation technique can

be applied to cancel this term. However, due to hardware
impairments at the full-duplex transceiver, the SI term cannot
be perfectly removed. According to [5], the signal after
performing known interference cancellation can be modeled
by
Ky
raslil= W gua sz ilil Y Wl gua et eli]
£k
Kaqi _
+ Y wh Hwy g oli]+ wi oo,
=1
where Hg) ~ CN(0, k102)). Accordingly, by substituting
Wik = WyR' into (9), the uplink spectral efficiency can be
expressed as (56) at the top of the page. Moreover, we get

(55)

EI:ISI { ‘Wi,kI:IgIWt,é ‘2 ‘Wr,k; Wt)g} =
(57)

To this end, following similar steps to those of Proposition 2,
the desired result in (18) is obtained.

APPENDIX D
PROOF OF PROPOSITION 3

By substituting /%" into (12), and recalling that p,, » ~
KPaBaue(Ku + N — 1) for N — oo, the downlink spectral
efficiency can be expressed as (58) at the top of the next

8ad,k8,g ¢ and I' = k(Ky + N —

M&ad, k]
1) lK:”'l Bud,keBau,e + i. Now, by using the approximation

E{log, (1+ 3)} ~ log, (1 + igﬁ%) [34, Lemma 1], we
arrive at (60) at the top of the page.
Note that conditioned on gaq %, g¢ is a zero-mean Gaussian

RV with unit variance which does not depend on gaq .

page, where gy =
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where we used the identity (53). To this end, by substituting
the corresponding expectations into (60), the desired result
in (19) is obtained.

APPENDIX E
PROOF OF PROPOSITION 4
By substituting WZF and p, 1. into (9), the uplink achiev-
able rate from the k-th UE can be expressed as (61) at the
top of the next page.

When N grows large, according to (47), we
h Ky |gau,kg;ruyz|2
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N—
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N_>—DO> Bau,k- Therefore, the achievable rate
in (61) can be written as (62) at the tog of the page.

and

Let us denote Zj, = Eg {|WT wEsWi 0| ’ernWte

. =T
Conditioned on w,. z, W:[ +Es1 1s a Gaussian random vector

with zero mean and covariance matrix ||w,. x|?(k10d +

W)I M- Since the covariance matrix does not depend

on wy , w f,'s, is a Gaussian distributed vector and in-

dependent of w i Therefore, Z = Eg_ {\Sgwt of? ’wt z}

where Eg = WT kf,' s1- Accordingly, we can obtain

Zy = Eg, {WI’ZZSIESIWLZ‘WL@}
1 .
= (ot + ) sl 6

1 + a S|
To this end, by substituting (63) into (62) and then by
using the convexity of log, (1 + %), and employing Jensen’s
inequality, the lower bound on the uplink achievable rate
from the k-th UE is achieved as (64) at the top of the next
page. To this end, since w,  and W, are independent,

E {|[Wy.[[?} can be similarly obtained as

O‘TZF L
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Finally, by subst1tut1ng (65) and (66) into (64), following
by some algebraic manipulation, the desired result in (23) is

obtained.

M > Kq. (66)
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