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Precision medicine is a health management approach that accounts for individual differences in genetic 
backgrounds and environmental exposures. With the recent advancements in high-throughput omics profiling 
technologies, collections of large study cohorts, and the developments of data mining algorithms, big data in 
biomedicine is expected to provide novel insights into health and disease states, which can be translated into 
personalized disease prevention and treatment plans. However, petabytes of biomedical data generated by multiple 
measurement modalities poses a significant challenge for data analysis, integration, storage, and result 
interpretation. In addition, patient privacy preservation, coordination between participating medical centers and 
data analysis working groups, as well as discrepancies in data sharing policies remain important topics of 
discussion. In this workshop, we invite experts in omics integration, biobank research, and data management to 
share their perspectives on leveraging big data to enable precision medicine.  
Workshop website: http://tinyurl.com/PSB17BigData; HashTag: #PSB17BigData. 
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1.  Introduction 
Throughout medicine’s history, disease prevention and treatment has been based on the expected 
outcome of an average patient1. Data from patients with the same disease were often pooled 
together for statistical analysis, and clinical guidelines derived from the aggregated analysis 
informed health and disease management for billions of patients. Although this approach achieves 
some success, it ignores important individual differences, which can result in different treatment 
responses2. 

Precision medicine aims to tailor clinical treatment plans to individual patients, with the 
goal of delivering the right treatments at the right time to the right patient3. Recent advances in 
omics technologies provide clinicians with more complete patient profiles4,5. The decreasing cost 
of sequencing and associated data storage6 and the development of effective data analysis methods 
make it possible to collect and analyze big biomedical data for various human diseases at an 
unprecedented scale7. These advancements can improve the diagnostic accuracy of complex 
diseases, identify patients who will benefit from targeted therapeutics, and predict diseases before 
their occurrence3,8. 

Nevertheless, many challenges still remain. Conventional methods for data storage, 
database management, and computational analysis are insufficient for the petabytes of biomedical 
data generated every year. In addition, as datasets become larger and more diverse, advanced 
distributed file storage and computing methods are needed to make the data useful. Furthermore, 
data-sharing policies and result reproducibility continue to be vigorously debated issues9-10. 

In this workshop, world-renowned experts in personal omics profiling, biobanks, 
biomedical databases, and medical data analysis will describe recent advancements in these areas 
and discuss associated challenges and potential solutions. 

2.  Workshop presentations 
This section provides a brief summary for each presentation. The full abstracts could be found at 
the workshop website http://tinyurl.com/PSB17BigData. 

2.1.  DeepDive: A Dark Data System 
Dr. Christopher Ré, Department of Computer Science, Stanford University, CA, USA 

Many pressing questions in science are macroscopic, as they require scientists to integrate 
information from numerous data sources, often expressed in natural languages or in graphics; 
these forms of media are fraught with imprecision and ambiguity and so are difficult for machines 
to understand. Here I describe DeepDive, which is a new type of system designed to cope with 
these problems. It combines extraction, integration and prediction into one system. For some 
paleobiology and materials science tasks, DeepDive-based systems have surpassed human 
volunteers in data quantity and quality (recall and precision). DeepDive is also used by scientists 
in areas including genomics and drug repurposing, by a number of companies involved in various 
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forms of search, and by law enforcement in the fight against human trafficking. DeepDive does 
not allow users to write algorithms; instead, it asks them to write only features. A key technical 
challenge is scaling up the resulting inference and learning engine, and I will describe our line of 
work in computing without using traditional synchronization methods including Hogwild! and 
DimmWitted. DeepDive is open source on github and available from DeepDive.Stanford.Edu. 

2.2 Results of the VariantDB Challenge  
Dr. Steven Hart, Department of Health Sciences Research, Mayo College of Medicine, MN, USA 

The current standard formats for storing genomics data is the VCF and gVCF, but 
manipulating these large files is an imperfect and impractical long-term solution. Scalability, 
availability, consistency, are all important drawbacks to the file-based approach.  Multiple pieces 
of metadata are often required to interpret genomic data, but there is no specification for how to tie 
sample level data (e.g. smoking status, disease status, age of onset, etc.) with variant-level data.  
The motive of the VariantDB Challenge is to identify a scalable, robust framework for storing, 
querying and analyzing genomics data in a biologically relevant context.  The contextual focus is a 
central theme in the challenge since it is relatively easy to optimize simple database lookups, but 
forming queries with multiple predicates becomes a much more complicated task.  The 
VariantDB_Challenge is a 100% open source project, meaning that all code and solutions used 
must be made publically available via GitHub.  In this session, we will present an overview of the 
challenge and summarize the results from all submitters. 

2.3.  ADAM: Fast, Scalable Genome Analysis  
Mr. Frank Austin Nothaft, Department of Computer Science, UC Berkeley, Berkeley, CA, USA 

The detection and analysis of rare genomic events requires integrative analysis across large 
cohorts with terabytes to petabytes of genomic data. Contemporary genomic analysis tools have 
not been designed for this scale of data-intensive computing. This talk presents ADAM, an 
Apache 2 licensed library built on top of the popular Apache Spark distributed computing 
framework. ADAM is designed to allow genomic analyses to be seamlessly distributed across 
large clusters, and presents a clean API for writing parallel genomic analysis algorithms. In this 
talk, we’ll look at how we’ve used ADAM to achieve a 3.5× improvement in end-to-end variant 
calling latency and a 66% cost improvement over current toolkits, without sacrificing accuracy. 
We will also talk about using ADAM alongside Apache Hbase to interactively explore large 
variant datasets. 

2.4.  Personalized Medicine: Using Omics Profiling and Big Data to Understand and Manage 
Health and Disease 
Dr. Michael Snyder, Department of Genetics, Stanford University School of Medicine, CA, USA 
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Understanding health and disease requires a detailed analysis of both our DNA and the 
molecular events that determine human physiology. We performed an integrated Personal Omics 
Profiling (iPOP) on 70 healthy and prediabetic human subjects over periods of viral infection as 
well as during controlled weight gain and loss. Our iPOP integrates multiomics information from 
the host (genomics, epigenomics, transcriptomics, proteomics and metabolomics) and from the gut 
microbiome. Longitudinal multiomics profiling reveals extensive dynamic biomolecular changes 
occur during times of perturbation, and the different perturbations have distinct effects on different 
biomolecules in terms of the levels and duration of changes that occur. Overall, our results 
demonstrate a global and system-wide level of biochemical and cellular changes occur during 
environmental exposures.  

2.5. Statistical and Dynamical Systems Modeling of Real-Time Adaptive m-Intervention for 
Pain  
Dr. Jingyi Jessica Li, Departments of Statistics and Human Genetics, University of California, Los 
Angeles, CA, USA 

Nearly a quarter of visits to the Emergency Department are for conditions that could have 
been managed via outpatient treatment; improvements that allow patients to quickly recognize and 
receive appropriate treatment are crucial. The growing popularity of mobile technology creates 
new opportunities for real-time adaptive medical intervention, and the simultaneous growth of 
"big data" sources allows for preparation of personalized recommendations. We present a new 
mathematical model for the dynamics of subjective pain that consists of a dynamical systems 
approach using differential equations to forecast future pain levels, as well as a statistical approach 
tying system parameters to patient data (both personal characteristics and medication response 
history). We combine this with a new control and optimization strategy to ultimately make 
optimized, continuously-updated treatment plans balancing competing demands of pain reduction 
and medication minimization. A workable hybrid model incorporating both mathematical 
approaches has been developed. Pilot testing of the new mathematical approach suggests that there 
is significant potential for (1) quantification of current treatment effectiveness for pain 
management, (2) forecast of pain crisis events, and (3) overall reduction of pain without increased 
medication use. Further research is needed to demonstrate the effectiveness of the new approach 
for each of these purposes. 

2.6.  Integrated Database and Knowledge Base for Genomic Prospective Cohort Study: 
Lessons Learned from the Tohoku Medical Megabank Project 
Dr. Soichi Ogishima, Tohoku Medical Megabank Organization, Tohoku University, Japan 

The Tohoku Medical Megabank project is a national project to revitalize medical care and 
to realize personalized medicine in the disaster area of the Great East Japan Earthquake. In our 
prospective cohort study, we recruited 150,000 people at Tohoku University, its satellites health 
clinics, and Iwate Medical University. We collected biospecimen, questionnaire, and physical 
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measurement during baseline and follow-up investigations. Along with prospective genome-cohort 
studies, we have developed integrated database and knowledge base, which will be the foundation 
for realizing personalized medicine and disease prevention. 

3.  Conclusion 
Big data in biomedicine presents a great opportunity to understand health and disease states at an 
unprecedented level. This workshop will highlight landmark achievements in integrative omics 
studies, biobank research, and novel data mining methods for large datasets. With the growing 
number and size of biomedical datasets worldwide, we envision that approaches discussed in this 
workshop will facilitate the development of precision medicine. 
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With	
  the	
  booming	
  of	
  new	
  technologies,	
  biomedical	
  science	
  has	
  transformed	
  into	
  digitalized,	
  data	
  
intensive	
   science.	
   Massive	
   amount	
   of	
   data	
   need	
   to	
   be	
   analyzed	
   and	
   interpreted,	
   demand	
   a	
  
complete	
   pipeline	
   to	
   train	
   next	
   generation	
   data	
   scientists.	
   To	
   meet	
   this	
   need,	
   the	
   trans-­‐
institutional	
   Big	
   Data	
   to	
   Knowledge	
   (BD2K)	
   Initiative	
   has	
   been	
   implemented	
   since	
   2014,	
  
complementing	
  other	
  NIH	
  institutional	
  efforts.	
  In	
  this	
  report,	
  we	
  give	
  an	
  overview	
  the	
  BD2K	
  K01	
  
mentored	
   scientist	
   career	
   awards,	
   which	
   have	
   demonstrated	
   early	
   success.	
   We	
   address	
   the	
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specific	
   trainings	
   needed	
   in	
   representative	
   data	
   science	
   areas,	
   in	
   order	
   to	
   make	
   the	
   next	
  
generation	
  of	
  data	
  scientists	
  in	
  biomedicine.	
  

1.   Biomedical	
  science	
  as	
  data	
  intensive	
  science	
  
There	
  is	
   little	
  doubt	
  that	
  biomedical	
  science	
  has	
  become	
  data	
  intensive	
  science.	
  In	
  the	
  last	
  decades,	
  
we	
  have	
  witnessed	
  the	
  booming	
  of	
  new	
  biomedical	
  technologies	
  which	
  generated	
  massive	
  amount	
  of	
  
bio-­‐data.	
   	
   In	
   the	
  genomics	
   realm,	
  next	
  generation	
  sequencing	
   (NGS)	
  has	
  produced	
  various	
   types	
  of	
  
omics-­‐data.	
  It	
  is	
  now	
  a	
  reality	
  to	
  sequence	
  patients’	
  genomes	
  to	
  seek	
  personalized	
  medication.	
  In	
  the	
  
medical	
  imaging	
  field,	
  petabytes	
  of	
  imaging	
  data	
  are	
  stored,	
  processed	
  and	
  analyzed	
  in	
  institutions1.	
  
Sensor-­‐based	
   wearable	
   devices	
   monitor	
   daily	
   exercise	
   and	
   other	
   life-­‐style	
   routines,	
   and	
   generate	
  
real-­‐time	
  physiological	
  data.	
  With	
  the	
  adoption	
  of	
  Electronic	
  Health	
  Record	
  (EHR)	
  data	
  by	
  hospitals,	
  
it	
  is	
  now	
  feasible	
  to	
  access	
  and	
  mine	
  the	
  massive	
  amount	
  of	
  clinical	
  and	
  phenotypic	
  data.	
  	
  

For	
  junior	
  researchers,	
  the	
  timing	
  has	
  never	
  been	
  better	
  to	
  seek	
  a	
  career	
  in	
  data	
  science.	
   	
  Given	
  the	
  
global	
   “open-­‐data”	
   movement,	
   many	
   of	
   the	
   data	
   types	
   mentioned	
   above	
   are	
   available	
   publically,	
  
significantly	
  saving	
  the	
  time	
  and	
  cost	
  to	
  conduct	
  large-­‐scale	
  data	
  mining	
  and	
  discoveries.	
  We	
  perceive	
  
that	
   secondary	
   data	
   analysis	
   would	
   empower	
   a	
   whole	
   new	
   level	
   of	
   knowledge	
   discoveries	
   and	
  
hypothesis	
  generation,	
  which	
  will	
   reciprocally	
  benefit	
  other	
   fields	
  of	
  biomedical	
   research.	
   	
  Facility-­‐
wise,	
   high-­‐performance-­‐computing	
   (HPC)	
   environments	
   are	
   well	
   set-­‐up	
   in	
   many	
   major	
   research	
  
universities;	
   moreover,	
   private	
   sectors	
   such	
   as	
   Google	
   and	
   Amazon	
   offer	
   cloud-­‐computing	
   as	
   an	
  
alternative	
   to	
   the	
   localized	
   (thus	
   restrictive)	
  HPC	
   access.	
   	
   Additionally,	
   advancing	
   in	
  mathematical	
  
and	
   statistical	
  modeling,	
  machine	
   learning	
   and	
   the	
   new	
  derivatives	
   of	
   deep	
   learning,	
   is	
   playing	
   an	
  
increasingly	
  important	
  role	
  in	
  biomedical	
  and	
  healthcare	
  industries.	
  	
  

2.   The	
  increasing	
  needs	
  to	
  train	
  the	
  next	
  generation	
  data	
  scientists	
  in	
  biomedicine	
  
Compared	
   to	
   the	
   prolific	
   amount	
   of	
   biomedical	
   data,	
   developing	
   computational	
   methods	
   and	
  
algorithms	
   and	
   training	
   data	
   scientists	
   with	
   domain	
   expertise	
   in	
   biomedicine	
   are	
   major	
   limiting	
  
factors	
  to	
  understanding	
  the	
  complex	
   interactions	
   in	
  human	
  health	
  and	
  disease.	
  Unlike	
  many	
  other	
  
disciplines,	
   data	
   science	
   in	
   biomedicine	
   is	
   very	
   interdisciplinary	
   and	
   requires	
   training	
   in	
   domains	
  
including	
   computer	
   science,	
   statistics,	
  mathematics,	
   and	
  biomedicine.	
   This	
   interdisciplinary	
  nature	
  
requires	
  that	
  data	
  science	
  in	
  biomedicine	
  be	
  adaptive	
  and	
  involve	
  constant	
  learning	
  and	
  training	
  by	
  
all,	
  from	
  undergraduate,	
  graduate,	
  postdoc	
  to	
  faculty	
  levels.	
  

Recognizing	
   such	
  needs,	
  National	
   Institute	
  of	
  Health	
   (NIH)	
   spearheaded	
  The	
   trans-­‐NIH	
  Big	
  Data	
   to	
  
Knowledge	
  (BD2K)	
  Initiative	
  in	
  2014.	
  The	
  mission	
  of	
  the	
  BD2K	
  initiative	
  is	
  to	
  support	
  training	
  in	
  and	
  	
  
research	
  and	
  development	
  of	
   innovative	
  and	
  transformative	
  new	
  approaches	
  and	
  tools,	
   in	
  order	
   to	
  
maximize	
  and	
  accelerate	
  the	
  utility	
  of	
  the	
  Big	
  Data	
  being	
  generated.	
  	
  Since	
  its	
  inception,	
  training	
  has	
  
been	
  one	
  of	
   the	
  major	
   thrust	
  areas	
  of	
   the	
  BD2K	
  program.	
   	
  The	
   term	
  “training”	
   is	
  meant	
   to	
   include	
  
training,	
  education,	
  and	
  workforce	
  development	
  that	
  provides	
  learners,	
  no	
  matter	
  what	
  career	
  level,	
  
either	
   foundational	
  knowledge	
  or	
   skills	
   for	
   immediate	
  use.	
  Training	
   currently	
   accounts	
   for	
  15%	
  of	
  
the	
  BD2K	
  budget.	
  There	
  are	
  two	
  main	
  goals	
  for	
  training:	
  (1)	
  to	
  increase	
  the	
  number	
  of	
  people	
  trained	
  
in	
  developing	
  the	
  tools,	
  methods,	
  and	
  technology	
  to	
  maximize	
  the	
  information	
  which	
  can	
  be	
  obtained	
  
by	
  biomedical	
  Big	
  Data,	
  and	
  (2)	
  to	
  elevate	
  the	
  data	
  science	
  competencies	
  of	
  all	
  biomedical	
  scientists.	
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3.   Funding	
   mechanisms	
   of	
   National	
   Institute	
   of	
   Health	
   to	
   train	
   next	
   generation	
   data	
  
scientists	
  

To	
   accomplish	
   these	
   goals,	
   a	
   diverse	
   set	
   of	
   grants	
   and	
   grants	
   types	
   have	
   been	
   developed	
   (see	
   the	
  
complete	
   report:	
   https://datascience.nih.gov/bd2k/funded-­‐programs/enhancing-­‐training).	
   The	
  
work	
  being	
  showcased	
  in	
  this	
  paper	
  relates	
  to	
  the	
  goal	
  of	
  increasing	
  the	
  number	
  of	
  biomedical	
  data	
  
scientists.	
   	
   Although	
   the	
   establishment	
   of	
   biomedical	
   data	
   science	
   as	
   a	
   career	
   requires	
   a	
   complete	
  
career	
  pipeline,	
  from	
  undergraduate	
  training	
  on	
  up,	
  the	
  focus	
  here	
  is	
  on	
  the	
  latter	
  end	
  of	
  the	
  pipeline,	
  
at	
  the	
  postdoc	
  and	
  junior	
  faculty	
  level.	
  	
  To	
  support	
  junior	
  faculty,	
  the	
  NIH	
  developed	
  the	
  K01	
  Career	
  
Development	
   program.	
   K01s	
   in	
   Biomedical	
   Big	
   Data	
   Science	
   are	
   designed	
   to	
   facilitate	
   the	
   career	
  
transition	
   of	
   research	
   oriented	
   interdisciplinary	
   investigators	
   who	
   are	
   significantly	
   altering	
   their	
  
research	
  focus.	
  	
  Candidates	
  can	
  enter	
  the	
  mentored	
  experience	
  from	
  any	
  of	
  the	
  three	
  major	
  scientific	
  
areas	
  of	
  Big	
  Data	
  Science:	
  (1)	
  Computer	
  science	
  or	
  informatics;	
  (2)	
  Statistics	
  and	
  Mathematics;	
  or	
  (3)	
  
Biomedical	
   Science.	
   	
   At	
   the	
   end	
   of	
   the	
   program,	
   awardees	
   are	
   expected	
   to	
   have	
   competence	
   in	
   all	
  
three	
   areas,	
   as	
  well	
   as	
   depth	
   in	
   one	
   area.	
   	
   Competence	
   is	
   gained	
   through	
   course	
  work	
   as	
  well	
   as	
  
through	
  a	
  mentorship	
  from	
  a	
  team	
  that	
  includes	
  all	
  of	
  the	
  expertise	
  listed	
  above.	
  In	
  2014	
  and	
  2015,	
  
BD2K	
  awarded	
  21	
  K01	
  projects.	
  The	
  PIs	
  come	
  from	
  diverse	
  backgrounds,	
  including:	
  (1)	
  9	
  physicians	
  
with	
   specialties	
   in	
   hematology/oncology,	
   neurology,	
   neuroradiology,	
   surgery,	
   urologic	
   surgery,	
  
pulmonary	
  and	
  critical	
  care	
  medicine,	
  and	
  internal	
  medicine;	
  (2)	
  7	
  PhDs	
  with	
  primarily	
  quantitative	
  
or	
   computational	
   backgrounds,	
   with	
   degrees	
   in	
   Electrical	
   Engineering	
   and	
   Computer	
   Science,	
  
Physics,	
   Nuclear	
   Physics,	
   and	
   Biomedical	
   Engineering;	
   (3)	
   3	
   interdisciplinary	
   scientists	
   with	
  
backgrounds	
   in	
   fields	
   that	
   blend	
   the	
   biomedical	
   and	
   computational	
   sciences	
   (Molecular	
   Genetics,	
  
Bioinformatics	
   and	
   Computational	
   Biochemistry);	
   and	
   (4)	
   2	
   behavioral	
   or	
   social	
   scientists	
   (Social	
  
Epidemiology,	
  Quantitative	
  Psychology).	
  These	
  awardees	
   represent	
  18	
  unique	
   institutions	
   from	
  12	
  
states,	
   among	
   whom	
   9	
   awardees	
   are	
   female.	
   .The	
   expectation	
   of	
   the	
   program	
   is	
   that	
   the	
   K01	
  
awardees	
  will	
  be,	
  by	
  the	
  end	
  of	
  the	
  project	
  period,	
  competitive	
  for	
  new	
  research	
  grants	
  (e.g.	
  R01)	
  in	
  
the	
  area	
  of	
  Big	
  Data	
  Science.	
  Many	
  K01	
  awardees	
  have	
  moved	
  on	
  to	
  faculty	
  positions,	
  and	
  some	
  have	
  
already	
  obtained	
  competitive	
  NIH	
  grants	
  (e.g.	
  R01s).	
  

4.   Areas	
  of	
  biomedical	
  data	
  science	
  demanding	
  new	
  workforce	
  
Data	
   science	
   in	
   biomedicine	
   includes,	
   but	
   is	
   not	
   limited	
   to,	
   the	
   categories:	
   translational	
  
bioinformatics	
   and	
   computational	
   biology,	
   clinical	
   informatics,	
   consumer	
   health	
   informatics	
   and	
  
public	
  health	
  informatics2.	
  	
  Maximal	
  success	
  can	
  be	
  obtained	
  by	
  the	
  biomedical	
  data	
  scientists	
  trained	
  
in	
  not	
  only	
  the	
  technical	
  aspects	
  of	
  data	
  science	
  (computer	
  science,	
  signal	
  processing,	
  math,	
  statistics,	
  
etc.),	
  but	
  also	
  the	
  specific	
  area	
  of	
  biomedicine	
  of	
  application.	
  	
  This,	
  in	
  part,	
  sets	
  apart	
  the	
  biomedical	
  
data	
   scientists	
   from	
   general	
   data	
   scientists.	
   Below	
   we	
   focus	
   on	
   a	
   few	
   representative	
   categories	
  
funded	
  by	
  the	
  current	
  BD2K	
  K01	
  program.	
  	
  

4.1.   Translational	
  Bioinformatics	
  
Large	
  national	
  and	
  international	
  consortia	
  and	
  data	
  repositories	
  have	
  formed,	
  significantly	
  increasing	
  
the	
   sample	
   sizes	
   and	
  discovery	
  powers	
   for	
  many	
  diseases.	
   Training	
   in	
   translational	
   bioinformatics	
  
needs	
  to	
  rapidly	
  adapt	
  to	
  the	
  global	
  environment	
  by	
  emphasizing	
  broad,	
  interdisciplinary	
  training	
  in	
  
computer	
  science,	
  statistics,	
  bioinformatics,	
  and	
  biology.	
  Good	
  suggestions	
  on	
  bioinformatics	
  training	
  
courses	
  have	
  been	
  made	
  earlier3.	
  Here	
  we	
  put	
  more	
  focus	
  on	
  multi-­‐omics	
  areas,	
  beyond	
  single-­‐omics	
  
data	
  analysis	
  and	
  pipeline	
  construction.	
  At	
  the	
  input	
  data	
  level,	
  the	
  trainees	
  will	
  be	
  expected	
  to	
  deal	
  
with	
  missing	
  values	
  and	
  normalizing	
  data	
  within	
  and	
  across	
  various	
  technical	
  platforms.	
  The	
  trainees	
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should	
  be	
  able	
  to	
  creatively	
  transform	
  data,	
  by	
  taking	
  advantage	
  of	
  prior	
  biological	
  knowledge	
  such	
  
as	
  pathway	
  or	
  network	
   information4,5.	
  The	
   trainees	
   should	
  have	
  courses	
   in	
   statistics	
   to	
   thoroughly	
  
understand	
   issues	
   such	
   as	
   sample	
   size,	
   power,	
   multiple	
   hypothesis	
   testing,	
   classification	
  
(unsupervised	
  learning),	
  and	
  generalized	
  regression	
  techniques	
  (supervised	
  learning)6,7.	
  Training	
  in	
  
multi-­‐omics	
   data	
   integration	
   (from	
   the	
   same	
   population	
   cohort)	
   and	
  meta-­‐omics	
   data	
   integration	
  
(from	
  heterogeneous	
  populations)	
  will	
  be	
  paramount	
  to	
  derive	
  meaningful	
  discoveries	
  on	
  molecular	
  
subtypes	
  of	
  diseases8.	
  The	
  trainees	
  will	
  also	
  learn	
  about	
  omics-­‐clinical/phenotypic	
  data	
  integration,	
  
using	
  methods	
  such	
  as	
  correlational	
  and	
  survival	
  analysis.	
  	
  

Two	
  new	
  areas	
  of	
  translational	
  bioinformatics	
  are	
  microbiome	
  and	
  single	
  cell	
  genomics.	
  Both	
  fields	
  
have	
   measurement	
   uncertainty.	
   	
   While	
   the	
   microbiome	
   has	
   the	
   unknown	
   variables	
   of	
   microbe	
  
numbers	
   and	
   strains,	
   single	
   cell	
   genomics	
   has	
   the	
   unknown	
   variable	
   of	
   noise	
   due	
   to	
   complicated	
  
batch	
  effects,	
  cell	
  cycle	
  and	
  stress	
  states,	
  amplification	
  biases	
  etc9.	
   	
   In	
  additional	
   to	
   the	
  skills	
  noted	
  
above,	
   data	
   visualization	
   and	
   tools	
   to	
   enhance	
   reproducibility	
   should	
   be	
   required	
   for	
   trainees,	
   to	
  
enable	
   efficient	
   exploratory	
   analysis	
   and	
   hypothesis	
   generation.	
   Last	
   but	
   not	
   least,	
   the	
   trainees	
  
should	
  go	
  through	
  rigorous	
  training	
   in	
  HIPPA	
  compliance	
  to	
  protect	
   the	
  private	
  (including	
  genetic)	
  
information	
  of	
  study	
  subjects.	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

4.2.   Clinical	
  Informatics	
  
The	
  generation	
  and	
  dissemination	
  of	
  medical	
  knowledge	
  towards	
  the	
  practice	
  of	
  modern	
  medicine	
  
arose	
  in	
  the	
  past	
  century,	
  when	
  there	
  were	
  relatively	
  few	
  effective	
  interventions	
  that	
  the	
  discipline	
  
had	
  to	
  offer	
  for	
  patient	
  care.	
  However,	
  such	
  norms	
  now	
  collide	
  with	
  the	
  current	
  reality	
  of	
  an	
  
explosive	
  growth	
  in	
  biomedical	
  knowledge10.	
  Fortunately,	
  with	
  the	
  new	
  era	
  of	
  biomedical	
  
informatics,	
  the	
  clinicians	
  are	
  presented	
  with	
  great	
  opportunities,	
  along	
  with	
  challenges.	
  	
  The	
  
meaningful	
  use	
  of	
  electronic	
  health	
  records	
  (EHR)11	
  presents	
  the	
  big	
  data	
  opportunity	
  with	
  the	
  
widespread	
  routine	
  capture	
  of	
  real-­‐world	
  clinical	
  practice	
  data,	
  further	
  augmented	
  by	
  high	
  volume	
  
clinical	
  data	
  streams	
  from	
  claims,	
  registry	
  data,	
  genomics,	
  sensor	
  systems,	
  to	
  patient	
  generated	
  
content	
  forms.	
  Such	
  digitized	
  records	
  offer	
  new	
  approaches	
  to	
  generate	
  medical	
  knowledge	
  and	
  to	
  
synthesize	
  it	
  into	
  usable	
  tools	
  that	
  can	
  affect	
  real-­‐world	
  clinical	
  practice	
  by	
  assimilating	
  and	
  
managing	
  the	
  increasing	
  complexity	
  of	
  medical	
  information.	
  Principled,	
  data-­‐driven	
  approaches	
  are	
  
critical	
  to	
  unlocking	
  the	
  potential	
  of	
  large-­‐scale	
  healthcare	
  data	
  sources	
  to	
  impact	
  clinical	
  practice,	
  
compared	
  to	
  the	
  otherwise	
  limited	
  and	
  preconceived	
  concepts	
  manually	
  abstracted	
  out	
  of	
  patient	
  
chart	
  reviews.	
  	
  

The	
  current	
  clinical	
  practice	
  force	
  needs	
  a	
  paradigm	
  shift.	
  The	
  next	
  generation	
  of	
  data	
  scientists	
  will	
  
have	
   the	
   technical	
  capability	
   to	
  generate	
  useful	
   insights	
   from	
   large	
  complex	
  data	
  sources	
  (machine	
  
learning,	
  statistical	
  analysis	
  methods).	
  They	
  should	
  have	
  the	
  tenacity	
  to	
  tackle	
  enormous	
  noisy	
  and	
  
unstructured	
  data	
   that	
  was	
  not	
  generated	
   for	
  precise	
   research	
  purposes	
   (data	
  wrangling,	
   software	
  
engineering).	
  Training	
  in	
  the	
  appreciation	
  of	
  the	
  applied	
  subject	
  domain	
  is	
  particularly	
  important,	
  in	
  
order	
   to	
   transcend	
   the	
   data-­‐information-­‐knowledge-­‐wisdom	
   hierarchy	
   (translational	
   inquiry).	
   For	
  
physician	
  scientists,	
  complementary	
  knowledge	
  is	
  needed	
  to	
  bridge	
  the	
  evolving	
  practice	
  of	
  medicine	
  
from	
  one	
  that	
  is	
  traditionally	
  apprenticeship,	
  heuristic,	
  pattern	
  based	
  learning	
  to	
  the	
  new	
  approach	
  
of	
  using	
  big	
  data	
  analytics	
  creatively	
  to	
   inform	
  decision	
  making.	
  Meanwhile,	
  clinician	
  scientists	
  will	
  
need	
   to	
   gain	
   experience	
   on	
   meaningfully	
   informing	
   practice,	
   including	
   recognizing	
   pitfalls	
   and	
  
limitations	
  of	
  data	
  science.	
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4.3.   Public	
  Health	
  Informatics	
  
The	
  curriculum	
  for	
  public	
  health	
  graduate	
  students	
  typically	
  includes	
  classes	
  on	
  population	
  health,	
  
research	
  methods,	
  ethics	
  of	
  scientific	
  research,	
  and	
  applications	
  in	
  public	
  health.	
  Other	
  courses	
  
covering	
  research	
  methods	
  are	
  usually	
  on	
  study	
  design,	
  data	
  analyses,	
  and	
  causal	
  inference.	
  
However,	
  training	
  is	
  generally	
  lacking	
  on	
  how	
  to	
  fully	
  utilize	
  larger	
  and	
  nontraditional	
  data	
  sources.	
  
Public	
  health	
  investigators	
  are	
  usually	
  trained	
  to	
  implement	
  and	
  analyze	
  health	
  surveys	
  and	
  clinical	
  
trials.	
  However,	
  training	
  on	
  processing	
  large	
  unstructured	
  text	
  data	
  is	
  lacking.	
  Clinical	
  text	
  is	
  the	
  
most	
  pervasive	
  data	
  type	
  in	
  EHR11.	
  Leveraging	
  techniques	
  in	
  data	
  mining,	
  machine	
  learning	
  and	
  
natural	
  language	
  processing	
  will	
  enable	
  the	
  extraction	
  of	
  information	
  on	
  patient	
  characteristics	
  and	
  
clinical	
  outcomes.	
  Mining	
  EHR	
  allows	
  us	
  to	
  better	
  understand	
  longitudinal	
  patterns	
  in	
  treatment	
  
outcomes12,	
  treatment	
  heterogeneity,	
  and	
  drug	
  interactions.	
  	
  In	
  addition,	
  social	
  media	
  text	
  has	
  been	
  
useful	
  for	
  outbreak	
  detection,	
  tracking	
  health	
  conditions,	
  and	
  monitoring	
  social	
  influences	
  on	
  human	
  
health13,14.	
  New	
  public	
  health	
  training	
  with	
  data	
  science	
  concentration	
  may	
  include	
  additional	
  course	
  
in	
  computer	
  science,	
  including	
  database	
  systems,	
  data	
  mining,	
  machine	
  learning,	
  advanced	
  
algorithms,	
  and	
  visualization.	
  More	
  specialized	
  training	
  in	
  natural	
  language	
  processing,	
  image	
  
processing,	
  high	
  performance	
  computing,	
  and	
  network	
  security	
  would	
  be	
  beneficial,	
  too.	
  These	
  
courses	
  would	
  increase	
  expertise	
  in	
  the	
  creation	
  and	
  maintenance	
  of	
  database	
  structures	
  for	
  efficient	
  
storage	
  and	
  processing,	
  and	
  also	
  increase	
  the	
  incorporation	
  of	
  large,	
  emerging	
  data	
  sources	
  such	
  as	
  
text,	
  images	
  and	
  videos	
  in	
  health	
  research.	
  The	
  addition	
  of	
  training	
  in	
  database	
  management	
  and	
  
analytics	
  would	
  further	
  enhance	
  the	
  understanding	
  of	
  drivers	
  of	
  health	
  and	
  disease,	
  by	
  incorporating	
  
novel	
  and	
  integrated	
  data	
  sources	
  to	
  account	
  for	
  disease	
  complexities.	
  

4.4 	
  Exemplary	
  Emerging	
  Area	
  of	
  Informatics	
  

In	
  neuroscience,	
  one	
  area	
  in	
  need	
  of	
  data	
  scientists	
  that	
  is	
  only	
  beginning	
  to	
  be	
  recognized	
  involves	
  
electroencephalogram	
  (EEG).	
  	
  For	
  example,	
  the	
  US	
  Brain	
  initiative	
  funded	
  many	
  projects	
  focused	
  on	
  
acquiring	
   high	
   resolution	
   EEG	
   data,	
   yet	
   little	
   attention	
   has	
   been	
   focused	
   ensuring	
   that	
   there	
   is	
   a	
  
sufficiently	
   trained	
  work	
   force	
   to	
   analyze	
   such	
   data.	
   	
   Even	
  with	
   current	
   technology,	
   there	
   is	
   great	
  
need	
   for	
   more	
   data	
   scientists	
   related	
   to	
   EEG	
   analysis,	
   both	
   intracranial	
   EEG	
   (e.g.,	
   in	
   epilepsy	
  
research)	
  15	
  and	
  extracranial	
  EEG	
  (e.g.,	
  sleep	
  medicine).	
  	
  The	
  training	
  needs	
  for	
  these	
  individuals	
  are	
  
similar	
   to	
   other	
   fields:	
   fluent	
   programming	
   skills,	
   a	
   strong	
   understanding	
   of	
   machine	
   learning,	
  
statistics	
   and	
   applied	
  mathematics,	
   and	
   an	
   understanding	
   of	
   the	
   application	
   of	
   focus.	
  One	
   training	
  
method	
   that	
   has	
   worked	
   quite	
   well	
   for	
   this	
   applications	
   is	
   for	
   students	
   to	
   get	
   a	
   PhD	
   in	
   either	
   a	
  
technical	
   field	
   (e.g.,	
   biomedical	
   engineering)	
   or	
   an	
   applied	
   field	
   (e.g.,	
   neuroscience),	
   and	
   augment	
  
their	
  coursework	
  in	
  order	
  to	
  obtain	
  the	
  needed	
  breadth	
  of	
  subject	
  matter.	
  	
  Some	
  universities,	
  such	
  as	
  
the	
  University	
   of	
  Michigan,	
   has	
   created	
   a	
   graduate	
   certificate	
   in	
   data	
   science,	
  which	
   can	
  be	
  paired	
  
with	
   a	
   PhD	
   in	
   specific	
   discipline.	
  	
   Additionally,	
   coursework	
   needs	
   to	
   be	
  matched	
  with	
   appropriate	
  
"hands	
  on"	
  research	
  activities	
  at	
  the	
  graduate	
  and	
  post-­‐doctoral	
  levels.	
  One	
  main	
  challenge	
  facing	
  the	
  
next	
   generation	
  of	
   data	
   scientists	
   is	
   to	
   establish	
   the	
   culture	
   of	
   interactions	
  between	
  disciplines.	
   In	
  
addition	
   to	
   the	
  challenges	
  common	
  to	
  upcoming	
  biomedical	
  data	
  scientists,	
   these	
  students	
   face	
   the	
  
extra	
  barrier	
  of	
  EEG	
  analysis	
  being	
  an	
  emergent	
  application	
  area.	
  	
  

5.   Conclusion	
  
The	
  golden	
  era	
  of	
  big	
  data	
  science	
  in	
  biomedicine	
  has	
  just	
  begun2.	
  Many	
  fields,	
  such	
  as	
  EMR	
  mining,	
  
mobile	
  health	
  and	
  community-­‐based	
  health	
  data	
  mining	
  are	
  very	
  new,	
  and	
  clearly	
  challenges	
  exist.	
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However,	
  the	
  data	
  volume	
  will	
  only	
  increase,	
  thus	
  “more	
  is	
  more,	
  less	
  is	
  bore”.	
  	
  The	
  need	
  for	
  data	
  
scientists	
  specialized	
  in	
  bio-­‐medicine	
  will	
  continue	
  to	
  drive	
  the	
  market.	
  On	
  the	
  other	
  hand,	
  while	
  the	
  
paradigm	
  shift	
  towards	
  data	
  intensive	
  biomedical	
  science	
  is	
  happening,	
  we	
  must	
  also	
  bring	
  to	
  the	
  
attention	
  that	
  the	
  “brain	
  drain”	
  from	
  academia	
  to	
  private	
  sectors	
  is	
  likely,	
  and	
  it	
  is	
  critical	
  for	
  
institutions	
  to	
  create	
  tenure-­‐track	
  career	
  paths	
  for	
  the	
  new	
  generation	
  of	
  biomedical	
  data	
  scientists	
  
after	
  their	
  training	
  programs	
  end.	
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1.  Bioinformatics is a Mature Discipline 
 
Bioinformatics had its origins in the 1970s with the convergence of DNA sequencing, personal 
computers, and the internet. The field rapidly evolved as biotechnology improved making it critical to 
store, process, retrieve, and analyze bigger and bigger data to address important questions in the 
biological and biomedical sciences. Bioinformaticians throughout the 1980s and 1990s were often 
seen as consultants that provided a data service that represented one step in the process of asking a 
question, formulating a hypothesis, carrying out an experiment, analyzing the results, and making an 
inference. Much of bioinformatics at that time was about developing the capacity for providing this 
service. As the discipline matured in the 2000s it quickly became apparent that bioinformaticians were 
needed as collaborators and not just consultants. This facilitated the integration of bioinformatics into 
every aspect of a research project. We are at yet another turning point in the evolution of 
bioinformatics that will see in the coming years bioinformaticians transition from collaborators to 
leaders that bring interdisciplinary teams together to solve a complex problem. In other words, 
bioinformaticians will be able to ask the questions, define the hypotheses, and orchestrate the 
scientific study. This is the natural result of interdisciplinary training, the public availability of data, 
open-source software, the widespread availability of core facilities for conducting experiments and, 
importantly, the ability to integrate and synthesize knowledge sources to ask more impactful 
questions. 
 

2.  The Golden Era of Bioinformatics Has Begun 
 
The turning point in the maturity of bioinformatics as a discipline has led some to speculate that we 
are entering a golden where the focus on computational approaches to biomedical research will be 
front and center1. There are several reasons for this speculation. First, big data is now the norm rather 
than the exception and computational methods are critical for successful storage, management, 
retrieval, analysis, and interpretation for answering scientific questions. Bioinformatics has never 
been so important for moving research forward. Bioinformatics areas such as databases, machine 
learning, and visualization are in high demand. Second, high-performance computing (HPC) is 
inexpensive and widely available in different technologies such as cloud computing and parallel 
computing using graphic processing units (GPUs) that bring thousands of compute core to a single 
desktop computer. Third, artificial intelligence and machine learning have matured and are now 
routinely being used to solve complex problems in the biomedical sciences. This is the result of decades 
of research on intelligent algorithms and software and the HPC resources necessary to apply them to 
big data. Fourth, the power of combining computational intelligence with statistical methods has 
emerged in the form of data science that allows the integration of different philosophical and 
quantitative schools of thought to solve biomedical problems. Fifth, visual analytics that brings 
visualization technology together with data science and human-computer interaction is maturing 
quickly with areas such as virtual reality, augmented reality, and 3D printing. Visual analytics will be 
essential for allowing human to interact with and understand data and research results that are too 
big and too complex to understand. Sixth, data and knowledge integration is maturing quickly as we 
have seen with electronic health records, data warehouses, and knowledge resources such as PubMed. 
Seventh, there is an increasing recognition of the importance of bioinformatics by federal funding 
agencies, biotechnology and pharmaceutical companies, and academic institutions. Investment in 
bioinformatics personnel and technology has never been greater and is expanding quickly. Now is the 
time for bioinformatics to have a substantial impact on biological and biomedical research. 
 
3.  No-Boundary Thinking in Bioinformatics 
 
The purpose of this workshop is to introduce and discuss the future of bioinformatics as a mature 
discipline. We have previously defined this evolution and its impact as No-Boundary Thinking (NBT) 
in Bioinformatics2,3. The NBT philosophy provides bioinformaticians with the unique opportunity to 
move past being service providers to asking and answering research questions. This is because they 
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are in the best position to integrate and synthesize knowledge across many disciplines to articulate a 
question that might have broader impact than one formulated from the knowledge of a single 
discipline. This allows them to be an equal contributor to the motivation and design phases of research 
studies. NBT puts the emphasis on knowledge-based question definition with big data serving a 
secondary and supporting role. This is counter to the current philosophy of letting big data drive the 
questions that are asked3. The workshop will introduce and define the NBT approach and will provide 
several scientific examples. An important component the workshop is providing examples of how NBT 
can be moved into the classroom to prepare bioinformatics students for a future where they are 
leading scientific studies. Panel discussions around NBT in science and education will allow for a 
robust discussion about these new ideas.  
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The modern healthcare and life sciences ecosystem is moving towards an increasingly open and data-centric 
approach to discovery science.  This evolving paradigm is predicated on a complex set of information needs 
related to our collective ability to share, discover, reuse, integrate, and analyze open biological, clinical, and 
population level data resources of varying composition, granularity, and syntactic or semantic consistency.  Such 
an evolution is further impacted by a concomitant growth in the size of data sets that can and should be employed 
for both hypothesis discovery and testing.  When such open data can be accessed and employed for discovery 
purposes, a broad spectrum of high impact end-points is made possible. These span the spectrum from 
identification of de novo biomarker complexes that can inform precision medicine, to the repositioning or 
repurposing of extant agents for new and cost-effective therapies, to the assessment of population level influences 
on disease and wellness.  Of note, these types of uses of open data can be either primary, wherein open data is the 
substantive basis for inquiry, or secondary, wherein open data is used to augment or enrich project-specific or 
proprietary data that is not open in and of itself.  This workshop is concerned with the key challenges, 
opportunities, and methodological best practices whereby open data can be used to drive the advancement of 
discovery science in all of the aforementioned capacities. 
 

1.  Rationale for Workshop 

There are significant realized and potential benefits associated with the use of open data for 
discovery science.  Unfortunately, despite such opportunities, the computational and informatics 
tools and methods currently used in most investigational settings to enable such efforts are often 
labor intensive and rely upon technologies that have not be designed to scale and support 
reasoning across heterogeneous and multi-dimensional data resources (1-3).  As a result, there are 
significant demands from the research community for the creation and delivery of data 
management and data analytic tools capable of adapting to and supporting heterogeneous analytic 
workflows and open data sources (4-7).  This need is particularly important when researchers seek 
to focus on the large-scale identification of linkages between bio-molecular and phenotypic data in 
order inform novel systems-level approaches to understanding disease states.  In these types of 
situations, the scalar nature of such data exacerbates almost all of the aforementioned challenges.  
In this context, it is of interest to note that while the theoretical basis for the use of knowledge-
based systems to overcome such challenges have evolved rapidly, their use in “real world” context 
remains the domain of experts with specialized training and unique access to such tools (1, 8, 9).  
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 All of the preceding issues are further amplified when considering the nature of modern 
approaches to hypothesis discovery and testing when exploring biological and clinical open data, 
which are often based on the intuition of the individual investigator or his/her team to identify a 
question that is of interest relative to their specific scientific aims, who then carry out hypothesis 
testing operations to validate or refine that question relative to a targeted data set (10, 11).  This 
approach is feasible when exploring data sets comprised of hundreds of variables, but does not 
scale to projects involve data sets with magnitudes on the order of thousands or even millions of 
variables (1, 8).  An emerging and increasingly viable solution to this particular challenge is the 
use of domain knowledge to generate hypotheses relative to the content of such data sets.  This 
type of domain knowledge can be derived from many different sources, such as complementary 
and contextualizing databases, terminologies, ontologies, and published literature (8).  It is 
important to note, however, that methods and technologies that can allow researchers to access and 
extract domain knowledge from such sources, and apply resulting knowledge extracts to generate 
and test hypotheses are largely developmental at the current time (1, 8).  
 
 Finally, even when the major hurdles to the regular use of open data for discovery science as 
noted above are adequately addressed, there remains a substantial reliance on the use of data-
analytic “pipelining” tools to ensure the systematic and reproducible nature of such data analysis 
operations.  These types of pipelines are ideally able to support data extraction, integration, and 
analysis workflows spanning multiple sources, while capturing intermediate data analysis steps 
and products, and generating actionable output types (12, 13).  Using data-analytic pipelines 
provide a number of potential benefits, including: 1) they support the design and execution of data 
analysis plans that would not be tractable or feasible using manual methods; and 2) they provide 
for the capture meta-data describing the steps and intermediate products generated during such 
data analyses. In the case of the latter benefit, the ability to capture systematic meta-data is critical 
to ensuring that such in-silico research paradigms generate reproducible and high quality results 
(12, 13).  Again, while there are a number of promising technology platforms capable of 
supporting such data-analytic “pipelining”, their widespread use is not robust, largely due to 
barriers to adoption related to data ownership/security, usability, scalability, and socio-technical 
factors (7, 14). 
 
Given the aforementioned challenges and opportunities and the current state of knowledge 
concerning the use of open data across and between types and scales for the purposes of discovery 
science, this workshop addresses the following major topic areas:  

• The state-of-the-art in terms of tools and methods targeting the use of open data for 
discovery science, including but not limited to syntactic and semantic standards, platforms 
for data sharing and discovery, and computational workflow orchestration technologies 
that enable the creation of data analytics "pipelines";  

• Practical approaches for the automated and/or semi-automated harmonization, integration, 
analysis, and presentation of "data products" to enable hypothesis discovery or testing; and  

• Frameworks for the application of open data to support or enable hypothesis generation 
and testing in projects spanning the basic, translational, clinical, and population health 
research and practice domains (e.g., from molecules to populations). 
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3.  Workshop Speakers 
 
Philip R.O. Payne, PhD:  Dr. Payne is the founding Director of the Institute for Informatics (I2) 
at Washington University in St. Louis, where he also serves as a Professor in the Division of 
General Medical Sciences.  Previously, Dr. Payne was Professor and Chair of the Department of 
Biomedical Informatics at The Ohio State University. Dr. Payne’s research primarily focuses on 
the use of knowledge-based methods for in silico hypothesis discovery. He received his Ph.D. with 
distinction in Biomedical Informatics from Columbia University, where his research focused on 
the use of knowledge engineering and human-computer interaction design principles in order to 
improve the efficiency of multi-site clinical and translational research programs.   
 
Kun Huang, PhD: Dr. Kun Huang is Professor in Biomedical Informatics, Computer Science and 
Engineering, and Biostatistics at The Ohio State University. He is also the Division Director for 
Bioinformatics and Computational Biology in OSU Department of Biomedical Informatics and 
Associate Dean for Genomic Informatics in the OSU College of Medicine. He has developed 
many methods for analyzing and integrating various types of high throughput biomedical data 
including gene expression microarray, next generation sequencing (NGS), qRT-PCR, proteomics 
and microscopic imaging experiments. Dr. Huang received his BS degree in Biological Sciences 
from Tsinghua University in 1996 and his MS degrees in Physiology, Electrical Engineering and 
Mathematics all from the University of Illinois at Urbana-Champaign (UIUC). He then received 
his PhD in Electrical and Computer Engineering from UIUC in 2004 with a focus on computer 
vision and machine learning.   

 
Nigam Shah, MBBS, PhD:   Dr. Nigam Shah is associate professor of Medicine (Biomedical 
Informatics) at Stanford University, Assistant Director of the Center for Biomedical Informatics 
Research, and a core member of the Biomedical Informatics Graduate Program. Dr. Shah's 
research focuses on combining machine learning and prior knowledge in medical ontologies to 
enable use cases of the learning health system. Dr. Shah was elected into the American College of 
Medical Informatics (ACMI) in 2015 and to the American Society for Clinical Investigation 
(ASCI) in 2016. He holds an MBBS from Baroda Medical College, India, a PhD from Penn State 
University and completed postdoctoral training at Stanford University.  
 
Jessica Tenenbaum, PhD:  Dr. Tenenbaum is Assistant Professor in the Division of Translational 
Biomedical Informatics, Department of Biostatistics and Bioinformatics at Duke University, and 
Associate Director for Bioinformatics for the Duke Translational Medicine Institute. Her primary 
areas of research include infrastructure and standards to enable research collaboration and 
integrative data analysis; informatics to enable precision medicine; and ethical, legal, and social 
issues that arise in translational research, direct to consumer genetic testing, and data sharing. 
After earning her bachelor’s degree in biology from Harvard, Dr. Tenenbaum worked as a 
program manager at Microsoft Corporation in Redmond, WA for six years before pursuing a PhD 
in biomedical informatics at Stanford University.   
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