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Abstract: Research related to fashion and e-commerce domains is gaining attention in computer
vision and multimedia communities. Following this trend, this article tackles the task of generat-
ing fine-grained and accurate natural language descriptions of fashion items, a recently-proposed
and under-explored challenge that is still far from being solved. To overcome the limitations of
previous approaches, a transformer-based captioning model was designed with the integration of
external textual memory that could be accessed through k-nearest neighbor (kNN) searches. From
an architectural point of view, the proposed transformer model can read and retrieve items from
the external memory through cross-attention operations, and tune the flow of information coming
from the external memory thanks to a novel fully attentive gate. Experimental analyses were carried
out on the fashion captioning dataset (FACAD) for fashion image captioning, which contains more
than 130k fine-grained descriptions, validating the effectiveness of the proposed approach and the
proposed architectural strategies in comparison with carefully designed baselines and state-of-the-art
approaches. The presented method constantly outperforms all compared approaches, demonstrating
its effectiveness for fashion image captioning.

Keywords: image captioning; fashion captioning; knowledge retrieval; vision-and-language

1. Introduction

Thanks to the growth of e-commerce websites and the increasing importance of fashion
and style in our daily lives, the computer vision community has focused on fashion-related
research over the past few years. As a consequence, multi-modal tasks, such as text-to-
image generation [1] and cross-modal retrieval [2,3], have been extended and adapted to
the fashion domain, resulting in virtual try-on approaches [4–7] and cross-modal retrieval
methodologies of clothing items [8,9]. Image captioning, i.e., the task of generating natural
language descriptions from visual inputs, streamlines and expedites the closed-captioning
procedure for the creation and delivery of digital information and has, therefore, received
significant interest from researchers [10]. On shopping websites, accurate and alluring
descriptions of clothing could aid users in better understanding the features of clothing
items and boost online sales by attracting more users.

Image captioning, despite its potential benefit, has not been widely studied in the
fashion domain. This is due to the lack of publicly available datasets and the limitations
of current captioning models, which in most cases are developed to work on natural
images and perform poorly when applied to the fashion domain. The majority of cap-
tioning approaches [11–13], indeed, can only recognize high-level classes of objects and
neglect the description of details. Moreover, generated captions are typically shorter than
human-written ones, which again limits their applicability to fashion data, where longer
descriptions are required. Lastly, they fail to generate words that do not appear (or have a
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low incidence) during the training phase and, therefore, struggle to manage specific and
infrequent concepts.

A recent attempt to develop a fashion-oriented image captioning architecture was
the model proposed by Yang et al. [14], which employs an LSTM language model trained
with two reward functions, one related to the generation of single attributes and one that
covers the semantics of the entire sentence. In this respect, the approach introduced in
this manuscript takes a different path and aims at generating unbiased descriptions by
retrieving additional information from an external source of textual data. Although the
proposed approach can be directly employed for fashion item captioning, it can also be
functional as a principal ingredient for other complex tasks, such as image generation from
reference [15,16], and enable image–text retrieval of clothing items.

Specifically, a novel model for fashion-oriented image captioning was introduced, aug-
menting a sequence-to-sequence transformer with an external knowledge base accessible
through a retrieval component. This provides an end-to-end model that can seamlessly read
and integrate relevant information retrieved from the external memory and can improve the
quality of the generated descriptions. This is achieved by pairing the classical multi-head
attention mechanism on the progressively generated words with one that works on sen-
tences and textual chunks that are extracted from the external memory. The contributions
of these two attentive components are balanced through fully attentive gates.

To validate the effectiveness of the presented solution, several experiments were
conducted on the fashion captioning dataset (FACAD) [14], which is the largest available
dataset for fashion captioning. This, compared to datasets containing natural images, such
as Microsoft COCO [17] and Conceptual Captions [18], features a more alluring expressive
style that might pique customers’ curiosity, providing a high level of correlation with
our task. Experimentally, the proposed approach is compared with carefully designed
baselines, using different visual descriptors, validating the effectiveness of the introduced
components and the usage of external memory.

To summarize, the key element proposed in this article is represented by the integration
of external memory into self-attentive architecture, which provides direct access to relevant
textual information and can ultimately improve the quality of generated descriptions.
Experimentally, the effectiveness of the newly introduced retrieval stage is verified by
varying the model in its architecture and visual features.

Overall, the rest of the paper is organized as follows: the next section will provide
an overview of the related literature on image captioning and fashion-oriented solutions
for vision and language; in Section 3, the proposed method for fashion image captioning
will be introduced, focusing on the description of the knowledge retrieval architecture
with fully attentive gates; finally, Section 4 will present experimental analyses of the key
components of the proposed solution and comparisons with state-of-the-art approaches.

2. Related Work

In this section, a comprehensive review of the related literature on the image captioning
task is reported, highlighting recent advances in the field of vision and language for the
fashion domain.

2.1. Image Captioning

In the last decade, several research efforts have been made in the field of image
captioning with a particular focus on the generation of textual descriptions for generic
images [10]. In this context, initial approaches were based on the generation of simple
template sentences, which were later filled by the output of an object detector or an attribute
predictor [19,20]. With the advent of deep learning, captioning approaches have started
to employ recurrent neural networks as language models using the output of a standard
convolutional neural network (CNN) to encode input images and condition the generation
of the output sentences [11,21,22].
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After these initial attempts, subsequent methods have consistently improved both
image encoding and language generation phases. On the image encoding side, notable
achievements have been made with the integration of additive attention mechanisms to
incorporate spatial knowledge, initially from a grid of CNN features [12], and then using
image regions extracted with an object detector [13] eventually considering their semantic
and spatial relationships encoded by graph neural networks [23]. Regarding the language
generation phase, after the emergence of convolutional language models, which have also
been explored for captioning [24], considerable advances have been achieved thanks to the
introduction of transformer-like architectures [25,26]. While these models were initially pro-
posed for machine translation and language understanding tasks, they were later applied
to image captioning with the introduction of different captioning methods that incorporate
fully attentive paradigms to improve the final performance [27–30]. Some of these works
proposed self-attention only in the image encoding stage [27,28], while others introduced
instead fully attentive architectures with self-attention mechanisms in both image encoder
and language decoder modules [29–34]. Transformer-like architectures have also been
applied directly on image patches, thus excluding or limiting the usage of the convolutional
operator [35]. Some convolution-free attempts have been introduced for image captioning
as well [36,37], using a pre-trained vision transformer network (i.e., ViT [35]) as an image
encoder and employing a standard transformer decoder to generate textual descriptions.
Other solutions [32,34] exploit self-attention to effectively combine visual features coming
from multiple backbones (i.e., typically a CNN and an object detector), in some cases
fine-tuning them to boost the final results [34].

In the last few years, image captioning models have achieved remarkable performance
thanks to vision and language pre-training and early fusion strategies [38–40], as well
as the introduction of large-scale multi-modal architectures, such as CLIP (“Contrastive
Language-Image Pre-training”) [41] to obtain better image representations [33,42–44]. In
this context, following the BERT (“Bidirectional Encoder Representations from Transform-
ers”) architecture [26], a single stream of transformer layers was introduced in [38,39],
where image regions, word tokens, and objects tags, extracted from an object detector,
were fused into a unique flow. These architectures are usually pre-trained on large-scale
data extracted from the web, even with the integration of specific techniques to explicitly
ensure quality in web-scale training, such as learning image-grounded caption filters [40]
or the separation of semantics and style by means of a special token [43]. To partially
mitigate the need for large-scale training, a different approach is presented in [45] and
other contemporary works [43,44] in which the captioning model is equipped with retrieval
components that can enrich the semantics and quality of predicted textual sentences.

2.2. Fashion-Oriented Solutions for Vision and Language

In the last few years, many different solutions have been proposed for the fashion do-
main to make the e-commerce customer experience more effective and enjoyable including,
for example, garment retrieval [46,47], clothing recommendations, and compatibility [48–51],
and virtual try-on [4–7]. In this setting, the effective combination of multiple modalities
(such as visual and textual data) has recently received a lot of attention with the intro-
duction of several vision-and-language architectures specifically designed for the fashion
domain [9,14,15,52,53]. Among them, some works focus on text-to-image retrieval and in-
teractive fashion search [8,9], while others instead focus on image generation using textual
sentences or attributes as input [15,16].

Multi-modal pre-training using large-scale fashion datasets is also effective in many
downstream tasks. In this context, Zhuge et al. [52] proposed an alignment-guided masking
strategy to jointly focus on image–text semantic relations and learn better vision and
language embeddings. Differently, Mirchandani et al. [54] introduced a novel fashion-
specific pre-training framework based on weakly supervised triplets, while in [53], two
different pre-training tasks were proposed, one based on multi-view contrastive learning
and the other on pseudo-attribute classification. Another recent approach exploits the
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power of the CLIP model [41]; it is fine-tuned on more specific vision-and-language data
for the fashion domain [55].

In the context of fashion-oriented image captioning, only a few works have been
proposed [14,56]. In particular, Yang et al. [14] presented a novel dataset for the task and
an attribute-augmented training strategy based on reinforcement learning to improve the
final results. In contrast, this paper presents a novel architecture that can exploit additional
retrieved information in the form of textual attributes or noun chunks to enrich predicted
captions effectively.

3. Proposed Method

This section first introduces some important preliminaries on image captioning, then
provides an overview of the proposed architecture, and finally details how it is augmented
with a knowledge retrieval component and fully attentive gates.

3.1. Preliminaries

The majority of approaches for the image captioning task employ an autoregressive
language model, which is conditioned on visual features extracted from the input images.
The language model predicts the next word, given the previous words and the image
features, i.e., it models a probability distribution

p(wτ |wk<τ , v), (1)

where v is an input image, τ indicates time, and {wτ}τ is the sequence of words comprising
the generated caption.

Datasets for tackling the task in a fully-supervised manner are composed of image–
caption pairs D = {(vi, ti)}i, by means of which the language model is trained so as to
generate sentences that should reproduce the ground-truth sequences. This is done by
conditioning the model on ground-truth sub-sequences and training using a time-wise
cross-entropy (XE) loss, as follows:

L(θ) = −Ex∼D∑
τ

log p(wτ |ŵk<τ , v, θ), (2)

where θ indicates the set of parameters of the model and t = {ŵt}t is the ground-truth
sequence. Optionally, a fine-tuning stage employing reinforcement learning with sentence-
level rewards can be employed to increase the alignment of generated descriptions with a
metric or to condition the behavior of the model with respect to global objectives [21,30].

3.2. Overview of Our Approach

The proposed approach augments the aforementioned schema by employing the
external memory of textual data, from which relevant metadata about the input images
can be retrieved and exploited at both generation and prediction times. Formally, the
probability produced by the model is recast as

p(wτ |wk<τ , v, M), (3)

where M represents the external memory, accessed through a retrieval component on the
basis of the visual features v. The memory is built so to contain slots of textual information,
each associated with a training image, so that textual pieces associated with similar images
can be retrieved at the evaluation time. The retrieval part is based on a k-nearest-neighbor
search between the input image (which acts as a query q) and all the images xi in the
external memory M. The goal is to find the most similar images with respect to a score
based on the inner product similarity between the embeddings of the images, i.e.,

s(q, xi) = Embed(q)TEmbed(xi), (4)
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where Embed(·) is a visual encoder that transforms each image into a global feature vector.
The images in the memory are sorted decreasingly by the similarity score s(·, ·) and, finally,
the best k images are retrieved to return the information related to them available in the
external memory, such as their caption, category, and attributes. Noticeably, the presented
approach offers better description performance without increasing the number of trainable
parameters of the network, which inherently would imply heavier training costs.

From an architectural design point of view, the model introduced in this article is a
fully attentive transformer [25] encoder–decoder network, which is adapted to support the
inclusion of textual data retrieved from the memory. Specifically, the architecture comprises
two encoders, one to process visual features and one to process textual items retrieved from
the external memory. The input image is encoded using a vision transformer (ViT) [35]
encoder trained à-la-CLIP [41]. The full grid of intermediate features coming from the last
layer of the ViT is used as the input of the captioning encoder, while the feature vector
of the [CLS] token, which provides global information, is employed as a query for the
retrieval module, after `2 normalization. The textual encoder, instead, is fed with textual
items retrieved from the external memory. A transformer decoder, finally, is in charge
of generating the output sentence by jointly attending the visual encoder output, which
provides visual and contextual information, and that of the textual encoder, which provides
knowledge retrieved from the memory. An overview of the proposed architecture is shown
in Figure 1.

Retriever Module

(Open)CLIP  
Visual Encoder

Transformer 
Visual Encoder

External Images 
Embedding

Normalization

Source 
Indexes

Indexing top-k 
similar 

representations
Transformer 

Textual Encoder

(Open)CLIP Visual 
Features

Attentive Gate

Transformer 
Language Decoder

silvery shimmer  -  chic cocktail dressing

Noun Chunks

Retrieved Information

Contrast trim highlight 
the v neck and split 

neckline of a cozy wool 
shift that take you from 

desk to dinner.

slightly ballooned sleeve  -  v neckline

comfy straight cut shift  -  effortless

neckline  -  v  -  cuff  -  style

Attributes

cocktail  -  cut  -  shift  -  wool

sleeve  -  straight  -  shimmer  -  soft

Figure 1. Overview of our approach for fashion-oriented image captioning.

3.3. Knowledge Retrieval Architecture with Fully Attentive Gates

The input of the visual encoder consists of the flattened sequences of grid feature
vectors coming from the CLIP encoder, which are linearly projected to match the internal
dimensionalities of the transformer layers. The resulting vectors are then passed through
a sequence of encoder layers, each of which performs self-attention and is followed by
a feed-forward network. In the encoder, attention operations are not masked to allow
bidirectional encoding of input image features with complete connectivity.

The goal of the decoder is, instead, to predict a time-wise distribution over the vocab-
ulary while being conditioned on both the input image and retrieved textual information.
The input text from the ground-truth description, here, is tokenized using byte pair encod-
ing(s) (BPE) [57] embedded into a vector space. The embedded vectors are then passed
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through a sequence of decoder layers, each of which performs a self-attention operation to
attend to the input subsequence encoding the past context. In addition, it performs two
cross-attention operations, respectively, with (i) the last layer of the textual encoder, which
encodes retrieved textual information, and (ii) with the last layer of the visual encoder,
which brings visual information about the input image (see Figure 2). Crucially, the same
queries are employed for the cross-attention over the visual features and for the cross-
attention over the encoded retrieved items from the memory. As in the classical transformer
design, each decoder layer also contains a feed-forward network. In the decoder, a causal
attention mask is employed to allow autoregressive operations and token embeddings of
the last layer are used to predict the next token.

Self-Attention Layer

Textual 
Cross-Attention Layer

Visual 
Cross-Attention LayerFC FC

Sigmoid Sigmoid

Textual Encoder 
Output

Visual Encoder 
Output

N x

Transformer Decoder 

word 1 word 2 … … … word n-1 word n

Figure 2. Architecture of the decoder, with attentive gates to integrate information coming from
external memory.

Given the input sequence of tokens, {wi}i = {w0, . . . , wi, . . . , wT}, the set of retrieved
textual information, i.e., {zi}i = {z0, . . . , zi, . . . , zN}, as encoded by the textual encoder,
and the set of visual features, i.e., {vi}i = {v0, . . . , vi, . . . , vM}, as encoded by the visual
encoder, the operations performed by the decoder can be written as follows:

w̃l
t = MSA(wt, {wi}t

i=1) (5)

w̃m
t = αt ·MCA(w̃l

t, {zk}k) + βt ·MCA(w̃l
t, {vk}k), (6)

where k indicates a generic item from the set of retrieved texts, t is the t-th element of the
sequence of tokens, {wi}t

i=1 is the sequence of tokens up to the t-th element, MSA(x, y)
indicates a multi-head self-attention with x mapped to query and y mapped to key values,
and MCA(x, y) is the multi-head cross-attention with x as the query and y as the key values.
The first equation refers to a self-attention between tokens of each retrieved caption, where
the dependency on single tokens is omitted for readability. The last equation refers to the
cross-attention operations with retrieved captions and textual features. Here, given w̃l

t as
query, all tokens from all retrieved captions are attended.

The outputs of the two cross-attentions over the external memory and the visual
features are combined using two learned sigmoidal and fully attentive gates α and β, which
allow the model to choose between visual context and retrieved items. These are obtained
by comparing the input and output of each of the cross-attention layers through a linear
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projection and using a sigmoidal activation to constraint their numerical range between 0
and 1. Formally,

αt = σ
(
FC
([

w̃l
t; MCA(w̃l

t, {zk}k)
]))

(7)

βt = σ
(
FC
([

w̃l
t; MCA(w̃l

t, {vk}k)
]))

, (8)

where FC indicates a fully connected layer with an output dimensionality of one, and [·, ·]
indicates tensor concatenation.

As it might be noticed, gradients are not backpropagated into the external memory,
which is critical to the scalability of our technique. Following standard practice in image
captioning, the model is trained with a time-wise cross-entropy loss over ground-truth
captions (see Equation (2)).

4. Experimental Evaluation

In this section, quantitative and qualitative experiments are performed to validate the
proposed solution with respect to carefully designed baselines and other state-of-the-art
approaches. First, all implementation details, the dataset, and the metrics employed in the
experimental evaluation are described.

4.1. Dataset

The model is trained and evaluated on the FAshion CAptioning Dataset (FACAD) [14],
which is the biggest dataset available for fashion-oriented image captioning. As reported
in [14], some other vision and language datasets are available in the domain of fashion, such
as Fashion IQ [9], but all have a lower number of image–text pairs and have not been directly
proposed for the captioning task. Specifically, FACAD contains 993k high-resolution images
described by 130k fine-grained fashion-related captions, with 6∼7 images for each clothing
item. Moreover, the dataset contains a list of 990 attributes and 78 categories to label each
item with detailed information. The original splits provided by the authors of the dataset
are used, with approximately 794k image–description pairs for training, 99k for validation,
and the remaining 100k for testing. As textual retrievable items, either training captions or
attributes annotated in the dataset are employed to populate the external memory.

4.2. Metrics

Following the captioning literature, the performance of the proposed model is evalu-
ated in terms of standard captioning metrics, such as BLEU [58], METEOR [59], ROUGE [60],
and CIDEr [61]. Captioning metrics are computed by employing the Microsoft COCO
evaluation tool available at https://github.com/tylin/coco-caption, accessed on 15 January
2023. Additionally, following [14], a mean average precision (mAP) score computed over
generated attributes is employed to evaluate how many times ground-truth attributes are
named in the generated captions.

BLEU. It is an old classic measure for assessing the quality of the automatically generated
text. This metric gauges how closely a machine’s output and a human’s output line up.
A high-scoring description should be a perfect match for the length and wording of the
ground-truth sentences. Its computation encompasses two different factors, i.e., a brevity
penalty term that penalizes sentences that are shorter with respect to the reference ones, and
a modified n-gram precision function, which is then employed to compute the final score.

METEOR. This measure was adopted to compensate for the shortcomings of the BLEU
metric as it does not account for recall and only allows exact n-gram matching. It considers
possible pairings of unigrams between the generated sentence and the reference one, even
in absence of rigorous equality between them. The metric is based on the combination of
precision and recall via a harmonic-mean, correlated with a penalty factor.

ROUGE. It is a formal n-gram recall metric that compares a candidate description against
a group of reference summaries. It could be considered complementary to the BLEU score.

https://github.com/tylin/coco-caption
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It relies on the length of the n-gram, and the maximum number of n-grams co-occurring in
the generated caption and the set of reference sentences.

CIDEr. This metric is based on term frequency–inverse document frequency (TF–IDF) com-
putation and assigns a weight to each n-gram in a sentence depending on how frequently it
appears in the corpus. It is formulated on the idea that the set of reference captions would
commonly contain n-grams that are pertinent to the image. However, the inverse document
frequency term assigns a lower weight to n-grams that are redundant throughout the entire
dataset (i.e., in the reference captions of various images) since they are less likely to be
instructive or important.

mAP. This metric is widely used in many deep learning tasks and it has a different meaning
and computation depending on the application. In the context of fashion-oriented image
captioning, the idea is to investigate how many attributes in the ground-truth captions are
also in the generated descriptions, so the task is similar to multi-label classification. In this
case, the mean average precision is the mean over all the attributes of the average precision
of every single attribute. To guarantee a fair comparison with previous literature, the mAP
metric is computed by using the source code provided by the authors of [14] and released
at https://github.com/xuewyang/Fashion_Captioning, accessed on 15 January 2023.

4.3. Implementation Details

Training Details. To represent words of both the input sentences and the retrieved inputs,
byte pair encoding (BPE) [57] is used with a vocabulary of 49,408 tokens. The word
positions are represented by standard sinusoidal positional encodings [25]. The maximum
length of the output token sequence is limited to 30 tokens to improve efficiency. To
extract image features, different ViT-based visual encoders trained à-la-CLIP are employed.
Specifically, image features are extracted from ViT-B/32 and ViT-L/14 visual models of
both the standard CLIP architecture (https://github.com/openai/CLIP, accessed on 15
January 2023) [41] and the open-source implementation of CLIP (i.e., OpenCLIP (https:
//github.com/mlfoundations/open_clip, accessed on 15 January 2023) [62]), which has
been trained with a post-ensemble method for improving robustness to out-of-distribution
samples. The OpenCLIP architectures employed in the experiments were trained on the
LAION-2B composed of 2 billion image–text pairs obtained by filtering the English pairs of
the LAION-5B dataset [63].

Both visual features and textual tokens are projected into the input dimensionality
of the model, which is set to d = 384. The presented captioning model has 3 layers in
both the encoder and decoder, with 6 attention heads and a feed-forward layer size of
1536. The external memory encoder has the same number of heads and dimensionalities
as the rest of the model, except for a single transformer layer. Training is performed by
using Adam [64] as the optimizer. Specifically, the model is trained up to 150,000 iterations
using a cross-entropy loss and a batch size of 64, following the typical transformer learning
rate scheduling strategy [25] with a warm-up equal to 6000 iterations and a learning rate
multiplier of 0.5. During caption decoding, the beam search algorithm is used with a beam
size equal to 5 in all of the experiments. After training, the best model is selected based on
the highest CIDEr score achieved on the FACAD validation set.

Retrieval Index. The retrieval index is built using the whole FACAD training set. To
avoid the risk of overfitting, during the training phase, the current view’s image is not
considered when retrieving information from the external memory. The approximated
k-nearest neighbors (kNN) search is used instead of an exact kNN search to reduce the
computational load of our approach. In particular, the Faiss library (https://github.com/
facebookresearch/faiss, accessed on 15 January 2023) [65] is employed with a graph-based
hierarchical navigable small world (HNSW) index with 32 links per vertex, which has
a size of almost 3 GB when containing the image features obtained using the ViT-L/14
version of the OpenCLIP vision encoder. Because of the small-scale size of the dataset, no
transformation or quantization is applied to the computed index, which could be useful to
reduce its size and scale to bigger datasets. In the experiments, the kNN search is run on

https://github.com/xuewyang/Fashion_Captioning
https://github.com/openai/CLIP
https://github.com/mlfoundations/open_clip
https://github.com/mlfoundations/open_clip
https://github.com/facebookresearch/faiss
https://github.com/facebookresearch/faiss
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the CPU thanks to the optimization provided by the Faiss library. The number of neighbors
to be retrieved in kNN queries is set to 10 in each experiment.

4.4. Model Ablation and Analysis

It is firstly convenient to investigate which textual information should be stored in the
external memory. In Table 1, two options are compared: (i) using the attributes obtained
from the original metadata of the dataset, and (ii) using the noun chunks extracted from each
training caption, employing the spaCy library (https://spacy.io/, accessed on 15 January
2023) for natural language processing. In this analysis, both CLIP and OpenCLIP ViT-L/14
models are employed. As can be seen, the noun chunks strategy overcomes the attributes
strategy with CLIP and OpenCLIP visual features, with an improvement of almost 4 CIDEr
points in both settings of the FACAD test set. This is a positive experimental finding
because it relieves the need to manually annotate metadata and proves that information
extracted from the captions can be proper content for the external memory. Throughout the
rest of the experimental analysis, the retrieval strategy based on noun chunks is employed.

Table 1. Ablation study results on the FACAD validation and test splits using different retrieval strategies.

Validation Set Test Set

Retrieval B-1 B-4 M R C B-1 B-4 M R C

attributes 26.2 10.0 10.9 21.4 75.6 24.8 8.1 10.2 20.2 63.1
CLIP ViT-L/14 chunks 26.1 10.4 10.8 21.3 78.9 25.0 8.3 10.2 20.3 67.0

attributes 28.6 12.1 12.3 23.4 93.1 27.4 10.2 11.6 22.4 80.9
OpenCLIP ViT-L/14 chunks 28.9 13.0 12.4 23.7 100.9 27.3 10.6 11.5 22.3 84.5

In Table 2, the effectiveness of the proposed retrieval-augmented architecture is val-
idated using different visual features. In addition to the ViT-L/14 models, experimental
results are also reported using the ViT-B/32 version in both CLIP and OpenCLIP settings.
To validate the benefits of using an external knowledge-based memory from which to
retrieve additional information during the generation process, a standard encoder–decoder
transformer model is trained with the same hyperparameters and settings used to train
the complete architecture. This model can be considered as an ablation of the proposed
retrieval-augmented model without the retrieval component. In the baseline setting, both
the OpenCLIP models overcome the respective CLIP ones, obtaining an improvement of
8.4 CIDEr points with the ViT-B/32 visual encoder and 13.7 CIDEr points with the ViT-L/14
one. Surprisingly, the OpenCLIP ViT-B/32 vision encoder surpasses the CLIP ViT-L/14
model by a good margin. All retrieval-based architectures show huge improvements with
respect to the baseline models—i.e., up to 32.3 CIDEr points in the OpenCLIP ViT-B/32
setting. Overall, the best results are achieved by the model trained with visual features
extracted from OpenCLIP ViT-L/14 with 84.5 CIDEr points on the FACAD test set.

https://spacy.io/
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Table 2. Ablation study results on the FACAD validation and test splits using different visual encoders.

Validation Set Test Set

Retrieval B-1 B-4 M R C B-1 B-4 M R C

7 22.6 5.5 8.9 17.6 39.7 21.6 4.1 8.4 16.9 32.4
24.5 9.2 9.9 19.9 69.3 23.5 7.5 9.3 18.9 57.3CLIP ViT-B/32

3 (+1.9) (+3.7) (+1.0) (+2.3) (+29.6) (+1.9) (+3.4) (+0.9) (+2.0) (+24.9)

3 24.5 7.4 10.0 19.9 55.2 23.2 5.2 9.3 18.2 40.8
27.1 11.2 11.4 22.0 85.8 25.8 9.3 10.7 21.0 73.1OpenCLIP ViT-B/32

3 (+2.6) (+3.8) (+1.4) (+2.1) (+30.6) (+2.6) (+4.1) (+1.4) (+2.8) (+32.3)

7 24.1 7.1 9.8 19.2 52.3 22.7 5.0 9.0 18.0 39.3
26.1 10.4 10.8 21.3 78.9 25.0 8.3 10.2 20.3 67.0CLIP ViT-L/14

3 (+2.0) (+3.3) (+1.0) (+2.1) (+26.6) (+2.3) (+3.3) (+1.2) (+2.3) (+27.7)

7 25.9 8.9 10.8 20.9 67.4 24.5 6.8 10.1 19.7 53.0
28.9 13.0 12.4 23.7 100.9 27.3 10.6 11.5 22.3 84.5OpenCLIP ViT-L/14

3 (+3.0) (+4.1) (+1.6) (+2.8) (+33.5) (+2.8) (+3.8) (+1.4) (+2.6) (+31.5)

4.5. Comparison to the State-of-the-Art

Having identified the best model configuration (i.e., the one trained with OpenCLIP
ViT-L/14 visual features and noun chunks retrieval strategy), Table 3 compares the pro-
posed approach with other state-of-the-art models trained on the FACAD dataset. In
particular, the experimental comparison includes (i) models trained with cross-entropy
loss, (ii) models trained with reinforcement learning, and (iii) transformer-based models
trained with the same visual features of the proposed approach. For the first category, the
comparison includes show, attend, and tell [12], up–down [13], and LBPF (“Look Back and
Predict Forward”) [22], which employ recurrent neural networks and attention over CNN
features or region-based features extracted from object detectors. It further includes ORT
(“Object Relation Transformer”) [29], which is based on fully attentive mechanisms and
SRFC (“Semantic Rewards guided Fashion Captioning”) [14] in its baseline configuration
without rewards. For the second category, it considers the self-critical sequence training
approach (SCST) [21], which uses the REINFORCE algorithm to directly optimize the
CIDEr metric and SRFC [14] in its final version, which employs attribute-level semantic
and sentence-level semantic rewards to improve the captioning quality. Finally, the experi-
mental analysis also includes the results of a standard transformer-based model and two
additional state-of-the-art competitors based on the transformer architecture, namely the
meshed-memory transformer (M2 transformer) [30] and CaMEL (“Captioner with Mean
tEacher Learning”) [33]. The latter is trained with the same visual features used by the
solution introduced in this article with cross-entropy loss only (i.e., OpenCLIP ViT-L/14).

Table 3. Comparison with the state-of-the-art on the FACAD test split. The † marker indicates models
trained with the same visual features of the proposed approach (i.e., OpenCLIP ViT-L/14).

B-1 B-4 M R C mAP

Show, Attend, and Tell [12] - 4.3 9.5 19.1 35.2 0.056
Up–Down [13] - 4.4 9.7 19.6 36.9 0.058
LBPF [22] - 4.5 9.5 19.1 36.4 0.055
ORT [29] - 4.2 10.2 19.9 36.7 0.061
SRFC [14] - 4.4 9.8 20.2 35.6 0.058

SCST [21] - 5.6 11.8 22.0 39.7 0.080
SRFC (RL-fine-tuned) [14] - 6.8 13.2 24.2 42.1 0.095

Transformer † 24.5 6.8 10.1 19.7 53.0 0.238
M2 Transformer † [30] 24.7 6.8 10.4 19.9 53.3 0.237
CaMEL † [33] 25.0 7.0 10.7 20.4 55.0 0.241

Ours 27.3 10.6 11.5 22.3 84.5 0.248
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As can be seen, the proposed approach outperforms all of the compared methods
according to BLEU, CIDEr, and mAP metrics, reaching 84.5 CIDEr points on the FACAD
test split. This corresponds to an improvement of about 30 CIDEr points over the standard
transformer model and other transformer-based competitors, thus confirming the effective-
ness of augmenting a captioning architecture with external knowledge retrieval. From the
analysis, it is worth noting that the proposed architecture is trained with cross-entropy loss
only, differently, for example, from the SRFC model [14], which is further optimized with a
reinforcement learning strategy. Nevertheless, the presented model is able to outperform
the SRFC architecture by more than 40 CIDEr points, while being slightly worse in terms of
METEOR and ROUGE metrics.

4.6. Computational Analysis

To evaluate the computational cost of the proposed architecture, it is beneficial to
analyze the training requirements of the baseline transformer model without any external
retrieval component or additional textual encoder. This requires around 120 h using two
NVIDIA GeForce RTX 2080 Ti GPUs and ViT-L/14 features. When adding the external
memory, the retrieval component, and the additional textual encoder, the training time
increases by around 16 h, which roughly corresponds to a 14% increase. It should be
noted that the time required to retrieve and extract textual data from the external memory
also depends on the number k of neighbors to be retrieved. In all experiments, k is set
to 10, leaving the analysis of the performance-efficiency ratio of different k values for
future works.

4.7. Qualitative Results

In Figure 3, some qualitative results are reported, comparing captions generated by the
proposed approach with those generated by the transformer-based baseline, which does
not employ external memory. For completeness, the ground-truth description of each of the
images is also included. Thanks to the retrieved textual information, the captions generated
by the presented model are more fine-grained than those provided by the baseline, allowing
the proposed captioner to describe each item with precise details, such as the kind of fabric,
the presence of specific patterns, and the type of outfit.

While the retrieval component can be helpful during the generation, sometimes it may
fail and return textual information that does not match the visual content of the image,
thus affecting the quality of the generation. This is qualitatively shown in Figure 4. As can
be seen, failures might occur in the presence of single objects placed in difficult poses, to
garble the network in guessing the right categories they belong to. This situation is visually
represented in the image with a shoe sole, which deceives the network to predict a human
ankle. Wrong details might also be generated because retrieved items have similar but
slightly different characteristics (e.g., colors, blends, or textures). Moreover, the background
or the presence of other objects in the image may impact the quality of the generated
caption, such as in the image in the right part of the second row. The proposed model
describes only the pants but the main item in the image is the shirt.
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Groundtruth: Brushed golden hardware shine at the side 
of an equestrian inspired leather boot designed with a 
classic knee high silhouette. 
Transformer: Signature opanka hand sewn construction 
fuse the upper lining and sole of this well cushioned boot 
for superior flexibility that move naturally with you. 
Ours: Squared buckle anchor the strap at the ankle and 
calf of an equestrian inspired boot styled with a band of 
elastic behind the knee for flexible comfort.

Groundtruth: A pair of thigh skimming slit grace the 
front of an eye catching sundress cut from breathable 
linen and finished with a smocked panel at the back. 
Transformer: Step out in style wearing this light and 
lovely linen dress with a slit at one side. 
Ours: A bustier style bodice enhances the modern appeal 
of a linen dress completed with a flirtatious side slit.

Groundtruth: A bold contrast panel add texture to a 
stylish spanish monk shoe built from richly colored italian 
leather using bologna construction for superior comfort. 
Transformer: Lustrous richly colored italian leather 
enriches a bold spanish monk shoe with a lightly 
weathered texture. 
Ours: Burnished italian leather elevates a rich spanish 
monk shoe built with diversa comfort technology that us 
multiple air channel for cushioned arch support.

Groundtruth: A raglan sleeve sweatshirt of cozy fleece 
boast a graphic that poke a little fun at the season of 
revelry and merriment. 
Transformer: Live out your dream in this soft cotton 
blend sweatshirt styled with sporty raglan sleeve. 
Ours: Contrasting trim anchor this soft knit pullover 
styled with sporty raglan sleeve for your active or lazy 
day.

Groundtruth: A mix of round and baguette cut diamond 
trace a sparkling path along the bar pendant of a 
handcrafted necklace in 18 karat gold. 
Transformer: A diamond studded charm suspended 
from a delicate chain creates a personalized necklace. 
Ours: Twinkling crystal encrusted bar that reinforces the 
contemporary inspiration of this classic yet 
contemporary pendant necklace.

Groundtruth: Directional stripe and a perky puff at the 
sleeve give this stretch cotton top a pretty and polished 
look. 
Transformer: Stripe are always in style especially when 
they re drawn across a whisper light cotton tee that will 
make you feel like a sunny day. 
Ours: A cropped v neck blouse of cotton jacquard is 
made from tory’s signature blue and white stripe that go 
beautifully with a sunny weekend glow.

Groundtruth: Decadent fur attache to the warm hood of 
this windproof waterproof and breathable midweight 
tech jacket that won t hide your waistline. 
Transformer: A cozy genuine coyote fur ruff trim the 
hood of a water repellent parka cut for a shapely 
flattering fit and filled with lofty duck down. 
Ours: Genuine fox fur trim at the hood and pompoms 
add a bit of glamour to the streamlined styling of a warm 
water repellent down coat.

Groundtruth: A ruffled edge highlight the wrap 
silhouette of this airy miniskirt. 
Transformer: Made from light and airy linen this stem 
showing skirt is trimmed with fanciful frill. 
Ours: Show off your stem in this light and lovely linen 
blend mini fashioned in a wrapped silhouette with 
luscious layered ruffle.

Groundtruth: An optional tie belt draw in the loose fit of 
a ripstop silk dress abloom in an artful floral print that 
was hand painted in house. 
Transformer: An allover floral print randomly pattern a 
warm weather tee cut from crisp cotton with cuffed 
sleeve and a concealed button collar. 
Ours: Based on the victorian floral patterning this silk 
stretch wrap dress flatters with a double v neckline and 
elasticized silk charmeuse sleeve.

Groundtruth: Flatlock seaming help prevent irritation in 
this long sleeve tee cut from drytec jersey that offer upf 
50 protection. 
Transformer: Long raglan sleeve provide full range of 
motion in a classic crewneck tee made in america from a 
supersoft triblend. 
Ours: Cut from moisture wicking fabric this breathable 
long sleeve tee will keep you comfortable in and out of 
the sun.

Figure 3. Qualitative results of the proposed approach with and without the retrieval strategy,
compared with ground-truth sentences.

Groundtruth: Dropped shoulder and balloon sleeve 
accentuate the boxy fit of this boldly striped tee finished 
with a mock neck. 
Transformer: Slouchy styling underscore the laid back 
vibe of this long sleeve waffle knit top. 
Ours: Burnished stripe pattern a casual cool cotton blend 
tee with raglan cap sleeve and a breezy v neck.

Groundtruth: All arrow point to a cool streetwear look 
on this nylon jacket made extra bold with exploded logo 
letter angling across the back. 
Transformer: Horrific image from luca guadagnino’s 
2018 remake of suspiria grace one side of this padded 
bomber. 
Ours: Bring on style game with this perfectly slouched 
sweater knit from a soft alpaca blend.

Groundtruth: Silken cord wrapping a lofty wedge add an 
extra touch of luxe to this leather slide sandal punctuated 
with signature rockstuds. 
Transformer: Signature rockstuds trace the counter and 
encircle the wraparound ankle strap of a chic mule 
lofted on a jute platform wedgee. 
Ours: Signature rockstuds trace the heel and encircle the 
ankle strap of a breezy wedge crafted from pebbled 
leather and braided jute.

Groundtruth: Polo’s oversized double pleated twill 
chinos from the 90 are remade for today a part of a 
limited edition capsule collection. 
Transformer: Washed cotton twill defines versatile 
chinos pants in a relaxed cut. 
Ours: Breeze through your day in these gauzy textured 
pants designed with an easy pull on waist and a flowy 
wide leg silhouette.

Groundtruth: Rouleau button march down the front of 
this vintage inspired silk blouse that strike a romantic 
note with a fluid tie neck and puffed long sleeve. 
Transformer: Delicate eyelash lace crawl down the 
front of this expertly fitted blouse cut from smooth silk. 
Ours: Gathered pleat floral lace and scalloped edge 
create beautiful dimension on this flowing vintage 
inspired blouse.

Groundtruth: A lightweight woven top is cut in a 
slightly boxy shape with a graceful boat neck for 
contemporary appeal. 
Transformer: Stay warm throughout the chillier season 
in this softly ribbed pullover cut from a soft organic 
cotton blend. 
Ours: A strap punctuated by signature stud lock down 
the streetwise style of a calfskin leather boot featuring 
a quilted topline and chunky heel.

Figure 4. Failure cases of the presented solution, both in the baseline and retrieval settings.
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5. Conclusions

This work investigated the use of a retrieval component applied to the fashion cap-
tioning task. In particular, it presented a transformer-based network that employs kNN-
augmented attention layers to help the model during sentence generation, using textual
information retrieved from external memory. From an architectural point of view, the
proposal consists of an encoder–decoder transformer-based network augmented with an
additional textual encoder to process items retrieved from the external memory. Then,
the decoder attends to the outputs of both encoders through cross-attention operations.
The contributions of the visual and textual encoders are balanced through sigmoidal fully
attentive gates. Experimentally, the proposed approach surpassed the state-of-the-art on
the largest dataset for the available fashion captioning, FACAD, demonstrating the appro-
priateness of the model and its capacity to retrieve significant data and, thus, generate
fine-grained descriptions of fashion articles.

Overall, this work demonstrates the benefits of employing external memories when
applying image captioning to a specialized domain, such as the fashion one. Future works
in this direction will include design variations of the fully attentive gates, the exploration
of other fine-grained domains, and the extension of the approach to large-scale datasets for
generic image captioning.

Author Contributions: Conceptualization, N.M., M.B., D.M., M.C. and L.B.; methodology, N.M., M.B.,
D.M., M.C. and L.B.; software, N.M., M.B. and D.M.; validation, N.M., M.B. and D.M.; investigation,
N.M., M.B. and D.M.; data curation, N.M., M.B. and D.M.; writing—original draft preparation, N.M.,
M.B., D.M., M.C. and L.B.; writing—review and editing, M.C., L.B. and R.C.; visualization, N.M.,
M.B., D.M. and M.C.; supervision, M.C., L.B. and R.C.; funding acquisition, R.C. All authors have
read and agreed to the published version of the manuscript.

Funding: This research was supported by the PRIN project “CREATIVE: CRoss-modal understanding
and gEnerATIon of Visual and tExtual content” (CUP B87G22000460001), co-funded by the Italian
Ministry of University and Research and by YOOX-NET-A-PORTER Group.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: The Fashion Captioning dataset (FACAD) is publicly available at
https://github.com/xuewyang/Fashion_Captioning, accessed on 15 January 2023.

Acknowledgments: The authors would like to thank CINECA, the Italian Supercomputing Center,
for providing computational resources.

Conflicts of Interest: The authors declare no conflict of interest.

References
1. Ho, J.; Jain, A.; Abbeel, P. Denoising Diffusion Probabilistic Models. Adv. Neural Inf. Process. Syst. 2020, 33, 6840–6851.
2. Zhen, L.; Hu, P.; Wang, X.; Peng, D. Deep supervised cross-modal retrieval. In Proceedings of the IEEE/CVF Conference on

Computer Vision and Pattern Recognition, Long Beach, CA, USA, 15–20 June 2019; pp. 10394–10403.
3. Messina, N.; Amato, G.; Falchi, F.; Gennaro, C.; Marchand-Maillet, S. Towards efficient cross-modal visual textual retrieval using

transformer-encoder deep features. In Proceedings of the International Conference on Content-based Multimedia Indexing,
Virtual, 28–30 June 2021; pp. 1–6.

4. Han, X.; Wu, Z.; Wu, Z.; Yu, R.; Davis, L.S. VITON: An Image-based Virtual Try-On Network. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition, Salt Lake City, UT, USA, 18–22 June 2018; pp. 7543–7552.

5. Wang, B.; Zheng, H.; Liang, X.; Chen, Y.; Lin, L.; Yang, M. Toward characteristic-preserving image-based virtual try-on network.
In Proceedings of the European Conference on Computer Vision, Munich, Germany, 8–14 September 2018; pp. 589–604.

6. Fincato, M.; Landi, F.; Cornia, M.; Cesari, F.; Cucchiara, R. VITON-GT: An image-based virtual try-on model with geomet-
ric transformations. In Proceedings of the International Conference on Pattern Recognition, Virtual, 10–15 January 2021;
pp. 7669–7676.

7. Morelli, D.; Fincato, M.; Cornia, M.; Landi, F.; Cesari, F.; Cucchiara, R. Dress Code: High-Resolution Multi-Category Virtual
Try-On. In Proceedings of the European Conference on Computer Vision, Tel Aviv, Israel, 23–27 October 2022; pp. 345–362.

https://github.com/xuewyang/Fashion_Captioning


Sensors 2023, 23, 1286 14 of 16

8. Zhao, B.; Feng, J.; Wu, X.; Yan, S. Memory-Augmented Attribute Manipulation Networks for Interactive Fashion Search. In
Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, Honolulu, HI, USA, 21–26 July 2017;
pp. 1520–1528.

9. Wu, H.; Gao, Y.; Guo, X.; Al-Halah, Z.; Rennie, S.; Grauman, K.; Feris, R. Fashion IQ: A New Dataset Towards Retrieving Images
by Natural Language Feedback. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition,
Virtual, 19–25 June 2021; pp. 11307–11317.

10. Stefanini, M.; Cornia, M.; Baraldi, L.; Cascianelli, S.; Fiameni, G.; Cucchiara, R. From Show to Tell: A Survey on Deep
Learning-based Image Captioning. IEEE Trans. Pattern Anal. Mach. Intell. 2022, 45, 539–559.

11. Vinyals, O.; Toshev, A.; Bengio, S.; Erhan, D. Show and tell: A neural image caption generator. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition, Boston, MA, USA, 7–12 June 2015; pp. 3156–3164.

12. Xu, K.; Ba, J.; Kiros, R.; Cho, K.; Courville, A.; Salakhutdinov, R.; Zemel, R.S.; Bengio, Y. Show, attend and tell: Neural image
caption generation with visual attention. In Proceedings of the International Conference on Machine Learning, Lille, France, 6–11
July 2015; pp. 2048–2057.

13. Anderson, P.; He, X.; Buehler, C.; Teney, D.; Johnson, M.; Gould, S.; Zhang, L. Bottom-up and top-down attention for image
captioning and visual question answering. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, Salt Lake City, UT, USA, 18–22 June 2018; pp. 6077-6086.

14. Yang, X.; Zhang, H.; Jin, D.; Liu, Y.; Wu, C.H.; Tan, J.; Xie, D.; Wang, J.; Wang, X. Fashion Captioning: Towards Generating
Accurate Descriptions with Semantic Rewards. arXiv 2020, arXiv:2008.02693v2.

15. Zhu, S.; Urtasun, R.; Fidler, S.; Lin, D.; Change Loy, C. Be Your Own Prada: Fashion Synthesis With Structural Coherence. In
Proceedings of the IEEE/CVF International Conference on Computer Vision, Venice, Italy, 22–29 October 2017; pp. 1680-1688.

16. Jiang, Y.; Yang, S.; Qju, H.; Wu, W.; Loy, C.C.; Liu, Z. Text2Human: Text-Driven Controllable Human Image Generation. ACM
Trans. Graph. 2022, 41, 1–11.

17. Lin, T.Y.; Maire, M.; Belongie, S.; Hays, J.; Perona, P.; Ramanan, D.; Dollár, P.; Zitnick, C.L. Microsoft COCO: Common Objects in
Context. In Proceedings of the European Conference on Computer Vision, Zurich, Switzerland, 5–12 September 2014; pp. 740–755.

18. Sharma, P.; Ding, N.; Goodman, S.; Soricut, R. Conceptual Captions: A Cleaned, Hypernymed, Image Alt-text Dataset For
Automatic Image Captioning. In Proceedings of the Annual Meeting on Association for Computational Linguistics, Melbourne,
Australia, 15–20 July 2018; pp. 2556–2565.

19. Socher, R.; Fei-Fei, L. Connecting modalities: Semi-supervised segmentation and annotation of images using unaligned text
corpora. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, San Francisco, CA, USA,
13–18 June 2010; pp. 966–973.

20. Yao, B.Z.; Yang, X.; Lin, L.; Lee, M.W.; Zhu, S.C. I2T: Image parsing to text description. IEEE 2010, 98, 1485–1508.
21. Rennie, S.J.; Marcheret, E.; Mroueh, Y.; Ross, J.; Goel, V. Self-Critical Sequence Training for Image Captioning. In Proceedings of

the IEEE/CVF Conference on Computer Vision and Pattern Recognition, Honolulu, HI, USA, 21–26 July 2017; pp. 7008–7024.
22. Qin, Y.; Du, J.; Zhang, Y.; Lu, H. Look Back and Predict Forward in Image Captioning. In Proceedings of the IEEE/CVF

Conference on Computer Vision and Pattern Recognition, Long Beach, CA, USA, 16–20 June 2019; pp. 8367–8375.
23. Yao, T.; Pan, Y.; Li, Y.; Mei, T. Exploring Visual Relationship for Image Captioning. In Proceedings of the European Conference on

Computer Vision, Munich, Germany, 8-14 September 2018; pp. 684–699.
24. Aneja, J.; Deshpande, A.; Schwing, A.G. Convolutional image captioning. In Proceedings of the IEEE/CVF Conference on

Computer Vision and Pattern Recognition, Salt Lake City, UT, USA, 18–22 June 2018; pp. 5561–5570.
25. Vaswani, A.; Shazeer, N.; Parmar, N.; Uszkoreit, J.; Jones, L.; Gomez, A.N.; Kaiser, Ł.; Polosukhin, I. Attention is all you need.

Adv. Neural Inf. Process. Syst. 2017, 30 6000–6010.
26. Devlin, J.; Chang, M.W.; Lee, K.; Toutanova, K. BERT: Pre-training of deep bidirectional transformers for language understanding.

In Proceedings of the Annual Conference of the North American Chapter of the Association for Computational Linguistics, New
Orleans, LA, USA, 1–6 June 2018; pp. 4171–4186.

27. Huang, L.; Wang, W.; Chen, J.; Wei, X.Y. Attention on Attention for Image Captioning. In Proceedings of the IEEE/CVF
International Conference on Computer Vision, Seoul, Korea, 27 October–2 November 2019; pp. 4634–4643.

28. Pan, Y.; Yao, T.; Li, Y.; Mei, T. X-Linear Attention Networks for Image Captioning. In Proceedings of the IEEE/CVF Conference
on Computer Vision and Pattern Recognition, Virtual, 14–19 June 2020; pp. 10971–10980.

29. Herdade, S.; Kappeler, A.; Boakye, K.; Soares, J. Image Captioning: Transforming Objects into Words. Adv. Neural Inf. Process.
Syst. 2019, 32, 11137–11147.

30. Cornia, M.; Stefanini, M.; Baraldi, L.; Cucchiara, R. Meshed-Memory Transformer for Image Captioning. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition, Virtual, 14–19 June 2020; pp. 10578–10587.

31. Cornia, M.; Baraldi, L.; Cucchiara, R. SMArT: Training Shallow Memory-aware Transformers for Robotic Explainability. In
Proceedings of the IEEE International Conference on Robotics and Automation, Virtual, 31 May–31 August 2020; pp. 1128–1134.

32. Luo, Y.; Ji, J.; Sun, X.; Cao, L.; Wu, Y.; Huang, F.; Lin, C.W.; Ji, R. Dual-Level Collaborative Transformer for Image Captioning. In
Proceedings of the AAAI Conference on Artificial Intelligence, Virtual, 2–9 February 2021; pp. 2286–2293.

33. Barraco, M.; Stefanini, M.; Cornia, M.; Cascianelli, S.; Baraldi, L.; Cucchiara, R. CaMEL: Mean Teacher Learning for Image
Captioning. In Proceedings of the International Conference on Pattern Recognition, Montreal, Canada, 21–25 August 2022;
pp. 4087–4094.



Sensors 2023, 23, 1286 15 of 16

34. Nguyen, V.Q.; Suganuma, M.; Okatani, T. GRIT: Faster and Better Image captioning Transformer Using Dual Visual Features. In
Proceedings of the European Conference on Computer Vision, Tel Aviv, Israel, 23–27 October 2022; pp. 167–184.

35. Dosovitskiy, A.; Beyer, L.; Kolesnikov, A.; Weissenborn, D.; Zhai, X.; Unterthiner, T.; Dehghani, M.; Minderer, M.; Heigold,
G.; Gelly, S.; et al. An Image is Worth 16 × 16 Words: Transformers for Image Recognition at Scale. In Proceedings of the
International Conference on Learning Representations, Virtual, 3–7 May 2021.

36. Liu, W.; Chen, S.; Guo, L.; Zhu, X.; Liu, J. CPTR: Full Transformer Network for Image Captioning. arXiv 2021, arXiv:2101.10804.
37. Cornia, M.; Baraldi, L.; Cucchiara, R. Explaining Transformer-based Image Captioning Models: An Empirical Analysis. AI

Commun. 2021, 35, 111–129.
38. Li, X.; Yin, X.; Li, C.; Zhang, P.; Hu, X.; Zhang, L.; Wang, L.; Hu, H.; Dong, L.; Wei, F.; et al. Oscar: Object-Semantics Aligned

Pre-training for Vision-Language Tasks. In Proceedings of the European Conference on Computer Vision, Virtual, 23–28 August
2020; pp. 121–137.

39. Zhang, P.; Li, X.; Hu, X.; Yang, J.; Zhang, L.; Wang, L.; Choi, Y.; Gao, J. VinVL: Revisiting visual representations in vision-language
models. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, Virtual, 19–25 June 2021;
pp. 5579–5588.

40. Li, J.; Li, D.; Xiong, C.; Hoi, S. BLIP: Bootstrapping Language-Image Pre-training for Unified Vision-Language Understanding
and Generation. In Proceedings of the International Conference on Machine Learning, Baltimore, MD, USA, 17–23 July 2022.

41. Radford, A.; Kim, J.W.; Hallacy, C.; Ramesh, A.; Goh, G.; Agarwal, S.; Sastry, G.; Askell, A.; Mishkin, P.; Clark, J.; et al. Learning
Transferable Visual Models From Natural Language Supervision. In Proceedings of the International Conference on Machine
Learning, Virtual, 18–24 July 2021; pp. 8748–8763.

42. Shen, S.; Li, L.H.; Tan, H.; Bansal, M.; Rohrbach, A.; Chang, K.W.; Yao, Z.; Keutzer, K. How Much Can CLIP Benefit Vision-and-
Language Tasks? In Proceedings of the International Conference on Learning Representations, Virtual, 25–29 April 2022.

43. Cornia, M.; Baraldi, L.; Fiameni, G.; Cucchiara, R. Universal Captioner: Inducing Content-Style Separation in Vision-and-
Language Model Training. arXiv 2022, arXiv:2111.12727.

44. Sarto, S.; Cornia, M.; Baraldi, L.; Cucchiara, R. Retrieval-Augmented Transformer for Image Captioning. In Proceedings of the
International Conference on Content-based Multimedia Indexing, Graz, Austria, 14–16 September 2022; pp. 1–7.

45. Li, Y.; Pan, Y.; Yao, T.; Mei, T. Comprehending and Ordering Semantics for Image Captioning. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition, New Orleans, LA, USA, 19–24 June 2022; pp. 17990–17999.

46. Hadi Kiapour, M.; Han, X.; Lazebnik, S.; Berg, A.C.; Berg, T.L. Where to buy it: Matching street clothing photos in online shops. In
Proceedings of the IEEE/CVF International Conference on Computer Vision, Santiago, Chile, 7–13 December 2015; pp. 3343–3351.

47. Liu, Z.; Luo, P.; Qiu, S.; Wang, X.; Tang, X. DeepFashion: Powering robust clothes recognition and retrieval with rich annotations.
In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, Las Vegas, NV, USA, 26 June–1 July
2016; pp. 1096–1104.

48. Hsiao, W.L.; Grauman, K. Creating capsule wardrobes from fashion images. In Proceedings of the IEEE/CVF Conference on
Computer Vision and Pattern Recognition, Salt Lake City, UT, USA, 18–22 June 2018; pp. 7161–7170.

49. Cucurull, G.; Taslakian, P.; Vazquez, D. Context-aware visual compatibility prediction. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition, Long Beach, CA, USA, 16–20 June 2019; pp. 12617–12626.

50. De Divitiis, L.; Becattini, F.; Baecchi, C.; Del Bimbo, A. Garment Recommendation with Memory Augmented Neural Networks.
In Proceedings of the International Conference on Pattern Recognition, Virtual, 10–15 January 2021; pp. 282–295.

51. De Divitiis, L.; Becattini, F.; Baecchi, C.; Bimbo, A.D. Disentangling Features for Fashion Recommendation. ACM Trans. Multimed.
Comput. Commun. Appl. 2022. https://doi.org/10.1145/3531017.

52. Zhuge, M.; Gao, D.; Fan, D.P.; Jin, L.; Chen, B.; Zhou, H.; Qiu, M.; Shao, L. Kaleido-BERT: Vision-Language Pre-Training on
Fashion Domain. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern Recognition, Virtual, 19–25 June
2021; pp. 12647–12657.

53. Han, X.; Yu, L.; Zhu, X.; Zhang, L.; Song, Y.Z.; Xiang, T. FashionViL: Fashion-Focused Vision-and-Language Representation
Learning. In Proceedings of the European Conference on Computer Vision, Tel Aviv, Israel, 23–27 October 2022; pp. 634–651.

54. Mirchandani, S.; Yu, L.; Wang, M.; Sinha, A.; Jiang, W.; Xiang, T.; Zhang, N. FaD-VLP: Fashion Vision-and-Language Pre-training
towards Unified Retrieval and Captioning. arXiv 2022, arXiv:2210.15028.

55. Chia, P.J.; Attanasio, G.; Bianchi, F.; Terragni, S.; Magalhães, A.R.; Goncalves, D.; Greco, C.; Tagliabue, J. FashionCLIP: Connecting
Language and Images for Product Representations. arXiv 2022, arXiv:2204.03972.

56. Cai, C.; Yap, K.H.; Wang, S. Attribute Conditioned Fashion Image Captioning. In Proceedings of the International Conference on
Image Processing, Bordeaux, France, 16–19 October 2022; pp. 1921–1925.

57. Sennrich, R.; Haddow, B.; Birch, A. Neural Machine Translation of Rare Words with Subword Units. In Proceedings of the Annual
Meeting on Association for Computational Linguistics, Berlin, Germany, 7–12 August 2016; pp. 1715–1725.

58. Papineni, K.; Roukos, S.; Ward, T.; Zhu, W.J. BLEU: A method for automatic evaluation of machine translation. In Proceedings of
the Annual Meeting on Association for Computational Linguistics, Philadelphia, PA, USA, 6–12 July 2002; pp. 311–318.

59. Banerjee, S.; Lavie, A. METEOR: An automatic metric for MT evaluation with improved correlation with human judgments. In
Proceedings of the Annual Meeting on Association for Computational Linguistics Workshops, Ann Arbor, MI, USA, 25–30 June
2005; pp. 65–72.



Sensors 2023, 23, 1286 16 of 16

60. Lin, C.Y. Rouge: A package for automatic evaluation of summaries. In Proceedings of the Annual Meeting on Association for
Computational Linguistics Workshops, Barcelona, Spain, 21–26 July 2004; pp. 74–81.

61. Vedantam, R.; Lawrence Zitnick, C.; Parikh, D. CIDEr: Consensus-based Image Description Evaluation. In Proceedings of the
IEEE/CVF Conference on Computer Vision and Pattern Recognition, Boston, MA, USA, 7–12 June 2015; pp. 4566–4575.

62. Wortsman, M.; Ilharco, G.; Kim, J.W.; Li, M.; Kornblith, S.; Roelofs, R.; Lopes, R.G.; Hajishirzi, H.; Farhadi, A.; Namkoong, H.;
et al. Robust fine-tuning of zero-shot models. In Proceedings of the IEEE/CVF Conference on Computer Vision and Pattern
Recognition, New Orleans, LA, USA, 19–24 June 2022; pp. 7959–7971.

63. Schuhmann, C.; Beaumont, R.; Vencu, R.; Gordon, C.; Wightman, R.; Cherti, M.; Coombes, T.; Katta, A.; Mullis, C.; Wortsman, M.;
et al. LAION-5B: An open large-scale dataset for training next generation image–text models. arXiv 2022, arXiv:2210.08402.

64. Kingma, D.P.; Ba, J. Adam: A Method for Stochastic Optimization. In Proceedings of the International Conference on Learning
Representations, San Diego, CA, USA, 7–9 May 2015.

65. Johnson, J.; Douze, M.; Jégou, H. Billion-Scale Similarity Search with GPUs. IEEE Trans. Big Data 2019, 7, 535–547.

Disclaimer/Publisher’s Note: The statements, opinions and data contained in all publications are solely those of the individual
author(s) and contributor(s) and not of MDPI and/or the editor(s). MDPI and/or the editor(s) disclaim responsibility for any injury to
people or property resulting from any ideas, methods, instructions or products referred to in the content.


	Introduction
	Related Work
	Image Captioning
	Fashion-Oriented Solutions for Vision and Language

	Proposed Method
	Preliminaries
	Overview of Our Approach
	Knowledge Retrieval Architecture with Fully Attentive Gates

	Experimental Evaluation
	Dataset
	Metrics
	Implementation Details
	Model Ablation and Analysis
	Comparison to the State-of-the-Art
	Computational Analysis
	Qualitative Results

	Conclusions
	References

