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Abstract: Spectrum demand has increased with the rapid growth of wireless devices and wireless
service usage. The rapid development of 5G smart cities and the industrial Internet of Things makes
the problem of spectrum resource shortage and increased energy consumption even more severe. To
address the issues of high energy consumption for spectrum sensing and low user access rate in the
cognitive radio networks (CRN) model powered entirely by energy harvesting, we propose a novel
energy harvesting (EH)-distributed cooperative spectrum sensing (DCSS) architecture that allows
SUs to acquire from the surrounding environment and radio frequency (RF) signals energy, and an
improved distributed cooperative spectrum sensing scheme based on energy-correlation is proposed.
First, we formulate an optimization problem to select a leader for each channel; then formulate
another optimization problem to select the corresponding cooperative secondary users (SUs). Each
channel has a fixed SUs cluster in each time slot to sense the main user state, which can reduce the
energy consumption of SUs sensing and can reduce the sensing time, and the remaining time can
be used for data transmission to improve throughput, and finally achieve the purpose of improving
energy efficiency. Simulation results show that our proposed scheme significantly outperforms the
centralized scheme in terms of SUs access capability and energy efficiency.

Keywords: cognitive radio networks; hybrid underlay-overlay scheme; cooperative spectrum sensing;
energy harvesting; energy-efficiency

1. Introduction

The combination of 5G smart cities and the Internet of things (IoT) is expected to
revolutionize the networking paradigm by connecting a large number of devices, which
are expected to have different capabilities, functions, structures and requirements [1]. The
number of such devices is expected to exceed tens of billions by 2021 [2]. As the number
of wireless users increases, spectrum shortage and underutilization is a serious problem
today [3–6]. Currently, a large portion of the spectrum is allocated through static spectrum
allocation methods [4]. Therefore, as long as the primary user, which is the licensed user,
does not use the channel, the channel remains vacant, resulting in the underutilization of
the spectrum. The Federal Communications Commission (FCC) is addressing this issue
in three different ways, namely spectrum sharing, leasing, and spectrum reallocation [7].
At the same time, the country actively advocates green and energy-saving communica-
tion, and energy harvesting and energy limitation issues in CRN have received extensive
attention. In order to solve the scarcity of spectrum resources and have energy-saving
communication systems, energy collection in CRN is a promising solution [8,9], and there
are many research achievements in improving throughput, spectrum sensing performance
and energy efficiency.
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There are two transmission modes in the CRN spectrum sharing mechanism: overlay
and underlay. In the overlay transmission mode, the secondary user can use the channel
when the primary user is not using it, while in the underlay transmission mode, the
SU and the primary user (PU) can transmit signals at the same time, provided that the
transmission process of the PU is not affected. The success of CRN faces the following
problems: SU interference to PU must be within tolerable limits specified by PU, SU
throughput must be maximized in terms of efficient use of spectrum bandwidth, SU
connectivity must be maximized, SU needs to be provided with required quality of service
(QoS) [10–12]. For example, Yan et al. [13,14] enable secondary users to harvest ambient
RF energy from active transmitters and derive transmission probabilities and maximum
throughput under outage conditions. Zhang et al. [15] focus on the harvest-perception-
throughput trade-off, maximizing the achievable secondary throughput when the primary
user is adequately protected. Zheng et al. [16] studied cooperative EH-CRNs, in which a
secondary transmitter (ST) relays PU packets and harvests energy from the primary signal,
through power allocation to the SU data transmission as well as the relay and the power
split (PS) ratio of the secondary transmitter to maximize the system throughput.

One of the biggest challenges in implementing spectrum sensing is the hidden terminal
problem, where cognitive radios may not be able to detect the existence of PUs. Therefore,
it is particularly important to improve the accuracy of spectrum sensing by optimizing the
sensing threshold. Pranabesh et al. [17] studied the trade-off between spectrum sensing and
spectrum sharing, optimizing the spectrum sensor detection threshold for secondary users
for the achievable secondary throughput. Kumar et al. [18] used a low signal-to-noise ratio
(SNR) to decide the optimal threshold so that our proposed threshold selection method
improves detection accuracy at low SNR. In addition, multipath fading and shadowing
may affect the detection performance of SU in spectrum sensing. Collaborative sensing can
improve the overall detection performance by combining sensing observations of spatially
localized Sus [19,20]. Liu et al. [21] focused on CSS in mobile EH-CRN and developed an
optimal CSS strategy to maximize the expected throughput of EH-CRN based on the final
decision threshold under collision constraints and energy causality constraints. Al-Jarrah
et al. [22] proposed an effective adaptive detection scheme for the problem of cooperative
identification of idle frequency bands by multiple secondary users in cognitive radio
networks. Local binary decisions on relays and cognitive radio base stations (CRBs) are
regenerated based on dynamic thresholds, which are chosen to minimize the spectrum
sensing error probability by considering the imbalance of spectrum occupancy and the
reliability of spectrum occupancy decisions.

In recent years, the rapid development of applications, such as wireless sensor net-
works (WSN) and IOT in smart homes and smart factories has attracted widespread
attention. Efficient resource allocation, such as power supply and energy harvesting ele-
ment technology, will extend sensor life and play an important role in maximizing system
performance. Ding et al. [23] studied iterative joint resource management and time alloca-
tion to maximize energy efficiency, while Yang et al. [24] tried to maximize the total energy
consumption by minimizing the total energy consumption in a cluster-based IoT with
energy harvesting element properties to maximize energy efficiency. Azarhava et al. [25]
considered energy efficient resource allocation for a TDMA-based wireless energy harvest-
ing element sensor network (WEHSN) and maximized energy efficiency by reducing the
total energy consumption of the sensors.

In this paper, the problems of insufficient spectrum resources, spectrum sensing accu-
racy and energy limitation in the existing work are mainly improved. The goal is to improve
the system energy efficiency by considering CRN energy analysis and CRN transmission
mode diversity and realize an energy-saving communication system. References [26,27]
have made great progress in improving spectrum utilization and energy-efficient commu-
nications. However, there are also shortcomings: (1) In the energy analysis process, the
SUs are only divided into two parts that can perform spectrum sensing and those that
cannot perform spectrum sensing. Among them, SUs with residual energy greater than or
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equal to the energy consumption of data transmission and spectrum sensing can perform
spectrum sensing and are in an active state, SUs whose residual energy is less than the
energy consumption of data transmission and spectrum sensing cannot perform spectrum
sensing and are in an inactive state, which will cause many SUs to fail to perform data
transmission due to insufficient residual energy. (2) Failure to consider multipath fading
and shadowing may impair the detection performance of SUs in spectrum sensing. By
combining the sensing observations of spatially localized SUs, cooperative sensing can
improve the overall detection performance. (3) In addition, although the literature [18]
considers the influence of multipath fading and shadowing on the sensing performance, it
does not consider the diversity of transmission modes in the CRN.

Through further analysis of the remaining energy of SUs, the centralized cooperative
spectrum sensing based on energy analysis is introduced, and some improvements are
made to the above shortcomings. However, there are still some deficiencies that need to
be improved: (1) Using a combination of centralized cooperative spectrum sensing and
energy analysis, for scenarios where there are multiple pairs of PUs and multiple pairs of
Sus; each SU participating in cooperation when sensing the state of PUs needs to sense all
the SU states causing double waste of energy and frequency band, and cannot be applied
to scenarios with a large number of primary users and secondary users; (2) Although the
mixed overlay-underlay mode is used to increase the throughput of the SUs system, each
time slot is only allocated to one SU due to the influence of the sensing time. Therefore, this
paper improves the energy-based cooperative spectrum sensing and resource allocation
scheme. The specific improvements are as follows:

1. In order to improve the double waste of energy and frequency band caused by central-
ized cooperative spectrum sensing, we introduce distributed cooperative spectrum
sensing based on energy-correlation. Each PUs has a fixed SUs cluster in each time
slot to sense the state of the master user, so as to reduce the energy consumption of
SUs sensing.

2. We improve the energy-based cooperative user selection algorithm and propose an
energy-based multi-band multi-user selection scheme, where we first formulate an
optimization problem to select a leader for each channel. Then we formulate another
optimization problem to select the corresponding cooperative SU.

3. Through energy-based distributed cooperative spectrum sensing, the sensing time is
effectively reduced, and more time slots are allocated to SUs.

4. Simulation results show that our proposed scheme is significantly better than the
centralized scheme in terms of SUs access capability and energy efficiency.

The rest of the paper is arranged as follows: The second section introduces the system
model and symbols and describes the process of region division, energy collection, spectrum
sensing and channel allocation. Section 3 focuses on the overall process and optimization
process for maximizing energy efficiency. The fourth section provides the simulation results
and discussion. Finally, the fifth section summarizes this paper.

2. System Model

We describe our system model from four aspects of region division, energy collection,
spectrum sensing and channel allocation. We improve system access capability by com-
bining energy analysis and distributed cooperative spectrum sensing and determine SUs
optimal transmission mode and channel allocation scheme according to region division
and spectrum sensing results.

2.1. Network Model

The system considered in this article is IEEE 802.22 WRAN, and it provides wireless
broadband access to rural areas in point-to-multipoint scenarios. Figure 1 illustrates the
network structure of the WRAN, where the TV transmitter and the wireless microphone
are a pair of PUs, the WRAN BS and CPEs are a pair of SUs [27], and the CPEs send the
collected information to the WRAN BS. There are m PUs PU = {PU1, . . . , PUm} and n SUs
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SU = {SU1, . . . , SUn} in the macro cell, each PUi has a licensed spectrum CHi, and the
channel set is denoted as C = {CH1, . . . , CHm}. SUs obtain energy from the surrounding
environment through energy harvesting and use PUs spectrum resources in a hybrid
overlay-underlay mode, respectively, use the idle spectrum of PUs in the overlay mode
and share the spectrum with PUs in the underlay mode.

Energies 2022, 15, x FOR PEER REVIEW 4 of 19 
 

2.1. Network Model 
The system considered in this article is IEEE 802.22 WRAN, and it provides wireless 

broadband access to rural areas in point-to-multipoint scenarios. Figure 1 illustrates the 
network structure of the WRAN, where the TV transmitter and the wireless microphone 
are a pair of PUs, the WRAN BS and CPEs are a pair of SUs [28], and the CPEs send the 
collected information to the WRAN BS. There are m PUs { }= 1 mPU PU , ,PU  and n 

SUs { }= 1 nSU SU , ,SU  in the macro cell, each PUi has a licensed spectrum CHi, and the 

channel set is denoted as { }= 1 mC CH , ,CH . SUs obtain energy from the surrounding 
environment through energy harvesting and use PUs spectrum resources in a hybrid 
overlay-underlay mode, respectively, use the idle spectrum of PUs in the overlay mode 
and share the spectrum with PUs in the underlay mode. 

TV transmitter

Wireless MIC

CPEs

WRAN BS

Communication link

Interfering link

 
Figure 1. System model diagram. 

Consider that the PU receives the information from the TV transmitter in the macro 
cell; the CPEs send the collected data to the WRAN BS. Studies [27,28] examined the 
throughput performance of a novel cognitive radio network (CRN) scenario with a mo-
bile energy-harvesting secondary transmitter (ST). The hybrid overlay-underlay scheme 
allows SUs to access the spectrum even if the primary signal is detected. To facilitate the 
spectrum allocation, the unit area is divided into two parts: the overlay mode area and 
the underlay mode area. The shape of the area does not affect our results. The primary 
user receiver is found within the center of the unit space to receive the data from the 
transmitter. The PUs arrive randomly at a certain percentage in each time slot t, and the 
spectrum authorized to the primary user switches between idle and busy. The ST trans-
mits in overlay mode or underlay mode. SUs have exclusive access to the spectrum in 
overlay mode when the licensed spectrum is free; in the underlay mode, the SUs coexist 
with the PUs when their interference with the PUs is below a certain threshold. We be-
lieve that SUs transmit data packets in overlay-underlay mode with constant power. 

We define the overlay region as a disk of radius or , where the radius or is deter-
mined by the interference thresholdΦ of the primary user receiver and the transmit 
power of the SUs in the underlay mode. Specifically, the transmit power of the SUs in 
underlay mode is denoted by uP , and the interference threshold of the PUs receiver is 
denoted byΦ . We have −α = Φu oP r , where α  is the path loss. In the overlay mode region, 
the SUs transmit information in overlay mode when the licensed spectrum is detected to 
be free; when a busy licensed spectrum is detected, the SUs are not allowed to transmit 

Figure 1. System model diagram.

Consider that the PU receives the information from the TV transmitter in the macro
cell; the CPEs send the collected data to the WRAN BS. Studies [26,27] examined the
throughput performance of a novel cognitive radio network (CRN) scenario with a mobile
energy-harvesting secondary transmitter (ST). The hybrid overlay-underlay scheme allows
SUs to access the spectrum even if the primary signal is detected. To facilitate the spectrum
allocation, the unit area is divided into two parts: the overlay mode area and the underlay
mode area. The shape of the area does not affect our results. The primary user receiver is
found within the center of the unit space to receive the data from the transmitter. The PUs
arrive randomly at a certain percentage in each time slot t, and the spectrum authorized
to the primary user switches between idle and busy. The ST transmits in overlay mode
or underlay mode. SUs have exclusive access to the spectrum in overlay mode when the
licensed spectrum is free; in the underlay mode, the SUs coexist with the PUs when their
interference with the PUs is below a certain threshold. We believe that SUs transmit data
packets in overlay-underlay mode with constant power.

We define the overlay region as a disk of radius ro, where the radius ro is determined
by the interference threshold Φ of the primary user receiver and the transmit power of the
SUs in the underlay mode. Specifically, the transmit power of the SUs in underlay mode
is denoted by Pu, and the interference threshold of the PUs receiver is denoted by Φ. We
have Pur−α

o = Φ, where α is the path loss. In the overlay mode region, the SUs transmit
information in overlay mode when the licensed spectrum is detected to be free; when a
busy licensed spectrum is detected, the SUs are not allowed to transmit information in
underlay mode. This is because overlay area users transmitting information in underlay
mode when the licensed spectrum is busy can cause excessive interference to the PUs.
The underlay area is defined as the disc area that is greater than ro from the main user
receiver. Based on the definition of the unit circular area and the considered scene, there
is no need to define the area radius ro of the underlay mode. Figure 2 shows the division
of each PUs unit cell area. In the underlay mode region, based on the fact that the ST
is far away from the PT and the interference from the SUs to the PUs is within tolerable
limits, the ST information in overlay mode when the licensed spectrum is detected to
be free; SUs transmits information in underlay mode when a busy licensed spectrum is
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detected. Underlay mode communication can only occur in the underlay area, overlay
mode communication can occur in any area when the secondary user has sufficient energy
and the PUs is detected to be idle. Therefore, both underlay mode communication and
overlay mode communication can occur in the underlay area.
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Because there are a large number of SUs and PUs in our scenario, and SUs use the
primary user spectrum resources in a mixed overlay-underlay mode area, we need to zone
all users in the macro cell according to the above method. The distance between the PUs
and the SUs is expressed as:

D =


d11 d12 · · · d1n
d21 d22 · · · d2n

...
...

. . .
...

dm1 dm2 · · · dmn

 (1)

Use r to denote the area in which the SU is based on the PU receiver, and (0, 1) to
indicate that the SU is in the underlay area and the overlay area, as follows:

rij =

{
1, dij < ro
0, dij > ro

(2)

2.2. Distributed Energy Harvesting Model

Because we consider the problem that many users with insufficient energy are in an
inactive state in a scenario where energy is only powered by energy harvesting, we need
to select leaders and participants of collaborative SUs based on energy judgment. SUs
harvest energy from ambient sources (e.g., heat, wind, solar, radio frequency signals), the
harvested energy arrives randomly each time slot, is buffered in the battery and can be
consumed at the beginning of the next time slot. It is assumed that the energy arrival
process is static traversal regardless of the location, and is modeled as i.i.d. The random
variable sequence means A, where t is the slot sequence number. It is assumed that the
energy arrival process is statically ergodic irrespective of the location, and is modeled as a
sequence of i.i.d. random variables with mean E[et

en] = een, where t represents the time
slot sequence number. The second energy source is to harness the energy of the ambient RF
signal, and the secondary user transmitter should be equipped with an energy conversion
circuit that can extract DC power from the received electromagnetic waves. This circuit has
practical sensitivity requirements, i.e., input power needs to be greater than a pre-designed
threshold. Similarly, we model the energy arrival process of RF signals as an i.i.d. sequence
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of random variables with mean E[et
RF] = eRF, and the harvested energy in time slot t is

available for energy consumption at the beginning of the time slot (t + 1). The conversion
efficiency of energy harvesting is η, and the energy collected and consumed per time slot is
expressed as:

et
h = et

en + et
RF (3)

Unlike the centralized scheme based on energy analysis, each SUs does not need
to sense all PUs channels, but senses I PUs channels according to distributed energy
constraints. According to reference [28], due to the limitation of SUs energy consumption
and computational complexity, each jth SU is allowed to sense the maximum I channel.
The energy consumed by each SUs in each slot is expressed as follows:

et
c = y(εeo + (1− ε)(1− r)eu) +

m

∑
i=1

(βi(es + eT) + ∂ies) (4)

The meaning of es is different from that in the centralized scheme. Here, it refers to a
single SU sensing the energy consumption of one PU channel, and the centralized scheme
refers to a single SU sensing the energy consumption of all PUs channels. eo represents
the energy consumed by SU to transmit data in overlay mode, eu represents the energy
consumed by SU in underlay mode, r ∈ (0, 1) indicates that the SU is in the underlay area
and the overlay area, ε ∈ (0, 1) indicates that the main PU is in a busy state and an idle
state, y ∈ (0, 1) indicates that PU spectrum resources are not allocated to SU and allocated
to SU, ∂ ∈ (0, 1) indicates that SU is not the leader to detect the PU channel and is the
leader to detect the PU channel, β ∈ (0, 1) indicates that SU is not a participant in detecting
the PU channel and a participant in detecting the PU channel, respectively, the SU residual
energy is expressed as follows:

et+1
r = et

r − et
c + et

h (5)

In order to enable more SUs to perform data transmission, we further divide the part
of SUs that cannot perform spectrum sensing in the energy analysis process and divide
them into those that can perform data transmission (the remaining energy is greater than or
equal to the energy consumption of data transmission is less than that of data transmission
and sensing). energy consumption) and inactive state (the remaining energy is less than
the data transmission energy consumption). The specific representation is as follows:

α =


1, et

r ≥ es + eo + eT

0, eo ≤ et
r < es + eo + eT

−1, et
r < eo

(6)

δ =

{
0,α 6= 1
1,α = 1

(7)

α = 1 indicates that the SUs have enough residual energy for spectrum sensing and
data transmission, α = 0 indicates that the remaining energy of the SUs is only capable of
data transmission, α = −1 indicates that the SUs are in an inactive state due to insufficient
remaining energy, eT represents the energy expended by the participant to send the local
decision to the leader, δ = 0 indicates that SU cannot join the leader and participant
selection, δ = 1 means SU joins the leader and participant selection.

2.3. Distributed Cooperative Spectrum Sensing

In order to improve the double waste of energy and frequency band caused by cen-
tralized cooperative spectrum sensing, we introduce distributed multi-band multi-user
cooperative spectrum sensing (M2CSS) based on energy analysis, SUs make collaborative
decisions by exchanging local observation information of multi-channel with adjacent
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users. In distributed CRNs, one challenge of multi-band CSS is the perceptual scheduling
of specific channels by SUs. Based on channel state information, SUs have different channel
awareness capabilities. Therefore, effectively selecting a subset of sensing channels for
cooperative SUs can reduce sensing overhead and improve system performance, especially
when multiple SUs have similar local sensing information [29]. The distributed M2CSS
scheme based on energy analysis mainly includes three steps: (1) Leader selection: select a
leader for each channel; (2) Selection of collaborators: select the appropriate collaborators
for the selected leader of each channel. (3) SUs perform local multi-band spectrum sensing
on the designated channel

Figure 3 shows an example of multi-band CSS in a distributed CSS system model. It
is clear that PUs can either be using a particular channel for data communication or be
staying in the idle mode (i.e., not using any channel). Each SU in the network is sensing
multiple channels, where SUs assigned to sense the same channels are assumed to be
cooperative. As shown in Figure 3, we divide existing SUs into two types: (1) SUs that
act as the leader for the channel (SU-Leader), and (2) SUs (SU-No Leader) that only sense
the allocated channel. SU-Leader assists in the scheduling of other SUs, where the blue
mobile terminal represents the PUs, the red mobile terminal represents SU-Leader, and
the yellow mobile terminal represents SU-No Leader. The first number below SU-Leader
indicates that SU-Leader is the leader of the channel, and the second number indicates
that SU-Leader can also be a partner of other channels. The number below SU-No Leader
indicates that it is the partner of the channel. The same number means that they are in the
same cluster sensing the same channel, and the cooperator sends its sensing results to the
leader for decision, where each SUs can only be the leader of one channel but can be the
cooperator of multiple channels.
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In distributed M2CSS, we formulate two optimization problems, first selecting a
leader for each channel, and then selecting appropriate cooperators for each leader. Leader
selection means determining the best sensing SUs for each frequency band, and the leader
is responsible for selecting the cooperative SUs of the distributed M2CSS—in order to select
the cooperators with different local sensing information, the cooperators should have a
lower correlation. Let SNRmn and SNRavg be the signal-to-noise ratio (SNR) of the n-th SU
sensing the m-th channel and the average SNR of sensing all channels, respectively. We can
define a binary indicator ∂mn to indicate whether the nth SU can be elected as the leader of
the mth channel.
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∂mn =

{
1, If the nth SU is the leader of the mth channel.
0, other.

(8)

In terms of leader selection, we select the optimal leader for each channel according to
the remaining energy and SNR, and each SUs can only serve as the leader of one channel.
The optimization formula is as follows:

min
∂ij

n
∑
i=j

m
∑

i=1
δj × ∂ij ×

∣∣SNRij − SNRavg
∣∣

Subject to C1 : δj = 1, ∀n,

C2 :
m
∑

j=1
∂ij = cn, ∀n,

C3 :
n
∑

i=1
∂ij = 1, ∀m,

(9)

where SNRij represents the SNR of the ith SUs about the jth PUs, SNRavg represents the
average SNR of each SUs for each channel, δj = 1 indicates that the SUs have enough
residual energy for spectrum sensing and data transmission, ∂ij indicates that the i-th SUs
is the channel leader of the j-th PUs, C1 indicates that only SUs with sufficient remaining
energy for sensing and data transmission can participate in leader selection. C2 indicates
that one SU cannot act as the leader of multiple PU channels.C3 means that only one leader
can be selected per PU channel.

Collaborators are then selected for each leader based on the correlation between each
leader and other SUs. The correlation between any two SUs can be defined as:

Cr(d) = e−bd (10)

where d is the distance between any two SUs and b is an environment-based parameter.
Based on the data reported in [30], b ≈ 0.1204/m in environments where direct line of
sight is not available, and b ≈ 0.002/m otherwise. Since the correlation is an exponential
function and the distance is non-negative, Cr(d) will vary from 0 (indicating no correlation)
to 1 (indicating perfect correlation).

Then formula (10) is used to calculate the correlation between users, and the threshold
τ is fixed. If Cr(d) < τ, the actual correlation between the secondary user and is zero.

Cr
(
j, j′
)
=

{
0, if Cr(d) < τ

Cr(d), otherwise
(11)

After calculating the correlation Cr
(
i, i′
)

between SUs, the following n× n matrix can
be obtained:

K =


Cr′(1, 1) Cr′(1, 2) · · · Cr′(1, n)

Cr′(2, 1) Cr′(2, 2) · · · Cr′(2, n)

...
...

. . .
...

Cr′(n, 1) Cr′(n, 1) · · · Cr′(n, n)

 (12)

Then each leader selects the appropriate collaborator according to the energy update
and correlation and uses the binary variable βmn to indicate whether the nth SU is selected
as the collaborator of the mth channel.

βmn

{
1, If the nth SU is a collaborator of the mth channel

0, other
(13)
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Then, the optimization problem for collaborators to select SUs can be formulated as:

min
βij

:
n
∑

j=1

m
∑

i=1
βij ×Cr(i, j)× δi

Subject to C1 : δj = 1, ∀n,

C2 :
m
∑

i=1
βij ≥ 1, j→ non− leaders,

C3 :
m
∑

i=1
βij ≥ 0, j→ leaders,

C4 :
m
∑

i=1
βij ≤ I, j→ non− leaders,

C5 :
m
∑

i=1
βij ≤ I− 1, j→ leaders,

(14)

where C1 means that only SUs with sufficient residual energy for sensing and data trans-
mission can participate in the selection of cooperators, C2–C5 means that each channel is
allocated at least one and no more than I SU for sensing.

On the basis of energy analysis, we select Sus with sufficient remaining energy for
the next user selection and select the leader and collaborator of the sensing channel by
formulas (9) and (14). Algorithm 1 summarizes the leader and collaborator selection process.

Algorithm 1 Based on Energy-Distributed User Selection (n)

1. Begin
2. int ∂[n], β[n], α, δ with all values set to zero, t = 0, e0

r = 0, e0
c = 0, e0

h = 0, T, es, eo, eu, eT, SNRij,
SNRavg
3.for int t = 0 to T do
4. for int j = 1 to n do
5. et+1

r = et
r − et

c + et
h

6.et
c = y(εeo + (1− ε)(1− r)eu) +

m
∑

i=1
(βi(es + eT) + ∂ies)

7. if et
r ≥ es + eo + eT

8. α = 1
9. else if eo ≤ er

t < es + eo + eT
10. α = 0
11. else
12. α = −1
13. end for
14. if α = 1
15. δ = 1
16. else
17. δ = 0
18. end for
19. end for
20. for int I = 1 to m do
21. for int j= 1 to n do
22. if δi = 1
23. using formula (9), find the optimal solution through the branch-and-bound (B&B)
algorithm.
24. renturn ∂[n]
25. using formula (14), find the optimal solution through the branch-and-bound (B&B)
algorithm.
26. renturn β[n]
27. end for
28. end for
29. end for
30. t = t + 1
31.end
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2.4. Distributed Channel Assignment

Compared to energy-based centralized spectrum sensing, since energy-based dis-
tributed cooperative spectrum sensing SUs do not need to sense all PUs, more time slots
can be left for data transmission using a distributed approach. In terms of spectrum re-
source allocation, we adopt a hybrid overlay-underlay mode and allow SUs to use the
same spectrum resources within the allowable range of interference. The data rates in both
modes are expressed as follows:

Ri,j
o = Blog2

(
1 +

Pohb,j

n0

)
(15)

Ri,j
u = Blog2

(
1 +

Puhb,j

n0 + PihB,j

)
(16)

where Po is the transmit power of the SU in overlay mode, Pu is the transmit power of SU
in underlay mode, hb,j is the channel gain from SU to WRAN BS, hB,j is the channel gain
from the PU transmitter to the WRAN BS, n0 is the noise power. Through area division and
spectrum sensing, we know the area where the SUs are located and whether the PU is idle
or not. If the PU is sensed to be idle, both the SUs in the overlay and underlay regions can
use this spectrum. If the PU is sensed to be busy, only the SU in the underlay area can use
the spectrum.

It can be seen from Figure 4 that each channel is arranged with appropriate SUs for
sensing in each time slot because distributed cooperative spectrum sensing is adopted
and the sensing cluster is selected in advance, all of which are different from centralized
cooperative spectrum sensing. All SUs sense all channels, leaving more time per slot to
transmit more data. Algorithm 2 gives a distributed channel allocation scheme.

Algorithm 2 Distributed Channel Allocation Algorithm

1. Begin
2. int y [n] with all values set to zero, ε, r, T, ν, td, ∂,β, t = 1, s = 0

3. Calculate Ri,j
o = Blog2

(
1 + Pohb,j

n0

)
and Ri,j

u = Blog2

(
1 + Puhb,j

n0+PihB,j

)
, using (15) and (16).

4.for int t = 1 to T do
5. for int j = 1 to m do
6. for int i = 1 to n do
7. if ∂ij = 1 or βij = 1
8. s = s + 1
9. end
10. c = (T− s ∗ ν)/td
11. for C = 1 to c do
12. R = ε ∗ r ∗ Ro,j + (1− ε) ∗ (1− r) ∗ Ru,j + ε ∗ (1− r) ∗ Ro,j
13. select R with maximum value in SUs
14. set yj

i = 1 selected and delete i from SUs
15. end
16. end
17. end
18. t = t + 1
19.end
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Figure 4. Distributed cooperative spectrum sensing.

3. Energy Efficiency Optimization Based on Energy Judgment-Distributed
Cooperative Sensing

First, we divide the SUs within a certain interference range of the PU. The SU in the
overlay area (r = 1) can only use the idle licensed spectrum, and the SU in the underlay
area (r = 0) can use both the idle licensed spectrum and the busy spectrum. Then, SU
energy is analyzed based on energy update, which can be divided into three parts: residual
energy greater than or equal to the energy consumption of single channel detection and
data transmission (a = 1), residual energy greater than or equal to the energy consumption
of single channel detection and data transmission (a = 0), and residual energy less than or
equal to the energy consumption of transmission (a = −1). The part of a = 1 can participate
in cooperative spectrum sensing. Part a = 1 was selected by energy judgment to further
select leaders and collaborators for each channel, and carry out cooperative spectrum
sensing, respectively. Through spectrum sensing, we can know that the primary user is
idle (ε = 1) or busy (ε = 0) at time slot t. Finally, channel allocation and data transmission
are performed according to the information obtained in the above steps. The detailed flow
chart is shown in Figure 5.
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The location of the SUs relative to the PUs can be known through the area divi-
sion, which is convenient for determining the data transmission mode of the SUs in
the subsequent channel allocation. Through energy judgment and two optimization
problems, leaders and coordinators are selected for each channel. The part with a = 0
can directly enter the channel allocation state. The SUs participating in the cooperation
do not need to sense all channels, which can improve the access rate and reduce energy
consumption. Channel allocation is performed according to the results of spectrum
sensing and area division. If the SU is in the overlay area and the PU is idle, or the
SU is in the underlay area and the PU is idle, data transmission is performed in the
overlay mode; if the SU is in the underlay area and the PU is busy, the underlay mode
is used. At the same time, because the distributed CSS reduces the sensing time of each
channel, each channel can allow more SUs to transmit data, which can further improve
the system throughput and ultimately achieve the goal of maximizing system energy
efficiency. The energy efficiency optimization formula is as follows:

max
n
∑

j=1

m
∑
i

yj
i

(
εiR

i,j
o +(1−εi)(1−ri,j)Ri,j

u

)
δjy

j
i(εieo+(1−εi)(1−ri,j)eu+βi,j(es+eT)∂i,jes)+(1−δj)yj

i(εieo+(1−εi)(1−ri,j)eu)

subject to C1 : δ ∈ {0, 1}, ∀i ∈ m,
C2 : ε ∈ {0, 1}, ∀j ∈ n,
C3 : r ∈ {0, 1}, ∀j ∈ n, ∀i ∈ m,
C4 : y ∈ {0, 1}, ∀j ∈ n, ∀i ∈ m,
C5 : ∂ ∈ {0, 1}, ∀j ∈ n, ∀i ∈ m,
C6 : β ∈ {0, 1}, ∀j ∈ n, ∀i ∈ m,

(17)

4. Simulation Results and Discussion
4.1. Simulation Parameter Settings

In order to verify the effectiveness of the proposed scheme, a simulation is carried
out based on Matlab 2019B platform. Experimental environment: Covering a hexagonal
cell with a radius of 1200 m, primary user PUs and secondary user SUs are randomly
distributed, of which the number of primary user PUs is 50 and the number of secondary
user SUs is 100. Channel modeling considers path loss, shadow fading with lognormal
distribution, and multipath fading with exponential distribution. The specific simulation
parameters are shown in Table 1, and the experimental simulation data are from the
literature [26,27].

Table 1. Simulation parameters.

Symbol Name Value

T time slot duration 1 ms
ν Sensing Duration 0.002 ms

Td Transmission duration 0.098 ms
E initial energy range of random values [0, max(E)]
Ps sense power 110 mW
Po Overlay transmit power 50 mW
Pu Underlay transmit power 30 mW
PT Primary user’ s power 1W
et

r Residual energy at the beginning of time slot t mJ
A Path-loss exponent 0.75
H Harvesting conversion efficiency 0.75

SNR Signal to interference plus noise ratio dB
B Bandwith 8 MHZ
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4.2. Discussion of Simulation Results

We consider the existence of 50 PUs and 100 SUs randomly distributed in an area
with a radius of 12 km. Figure 6 shows that the energy-based distributed cooperative
user selection method has the lowest packet loss rate, and the centralized cooperative
user selection method can enable SUs with insufficient remaining energy to transmit data
without spectrum sensing; in the distributed collaborative user selection mode, appropriate
sensors are selected for each PU by clustering, which further reduces the sensing energy
consumption and enables more users with low energy to transmit data. The packet loss
rate is not only affected by the energy analysis method and spectrum sensing method but
also by the energy harvesting ability. It can be seen that the stronger the energy harvesting
ability of SUs, the lower the packet loss rate, so we can reduce the packet loss rate of SUs
by improving the energy harvesting ability. Figure 7 shows that the packet loss rate of the
distributed cooperation method is significantly lower than that of the other two methods.
With the enhancement of the energy harvesting capability, the packet loss rate of the
centralized cooperation and the distributed cooperation tends to be the same.
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Because the centralized cooperative scheme based on energy-relatedness selects
appropriate SUs to participate in the cooperation according to the relatedness, the
energy consumption is lower than that of the centralized non-cooperative scheme.
Since the packet loss rate of the centralized cooperative scheme is lower than that
of the centralized non-cooperative scheme, the throughput is better than that of the
centralized non-cooperative scheme. In terms of energy consumption, throughput
and energy efficiency, the cooperative spectrum sensing based on energy-relatedness
proposed by us is superior to the energy-judgment-non-cooperative approach based on
reference [26], but it also has shortcomings. We improve by the proposed distributed
cooperative spectrum sensing based on energy analysis, which divides SUs into several
clusters according to residual energy, SNR, and correlation, corresponding to each
channel of the sensing PUs. Because each SU does not need to sense all channels, it
only needs to sense the channels selected by optimization-clustering. Figure 8 shows
that the energy consumption of the distributed scheme is lower than that of the other
two schemes. Since each channel has selected a suitable SUs cluster for sensing, the
time consumed by each time slot sensing is reduced, and each time slot can allow
more SUs to transmit data. Therefore, the throughput of the distributed scheme is
better than other schemes. Because the packet loss rate of the centralized cooperative
scheme based on energy analysis is slightly better than that of the non-cooperative
scheme, it can be seen from Figure 9 that the throughput of the centralized cooperative
scheme based on energy analysis is also slightly better than that of the non-cooperative
scheme. Our proposed improved scheme outperforms the other two schemes in terms
of throughput and energy consumption; therefore, the energy efficiency of Figure 10 is
better than the other two schemes.
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As in other studies [29], our goal is to select appropriate cooperative spectrum sensing
nodes to maximize system energy efficiency. Figure 11 shows that the throughput of our
method outperforms other algorithms. Average network throughput refers to the joint
average throughput of primary user PUs and secondary user SUs. Because we adopt a
hybrid overlay-underlay method, SU can access the licensed spectrum when PU is idle,
and SU can access the licensed spectrum within a certain interference range when PU is
busy, so our centralized scheme is better than other schemes. In the distributed scheme,
SUs are divided into several clusters according to residual energy, SNR and relevance,
corresponding to each channel assigned to PUs. Each SU does not need to sense all
channels but only needs to sense the selected channels through optimization, which can
reduce the sense energy consumption and sense time and allow more SUs to transmit data.
Therefore, it can be seen from Figure 11 that the more SUs there are, the higher the average
network throughput will be. Similarly, it can be seen from Figure 12 that the more SUs
there are, the higher the energy efficiency will be.
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5. Conclusions

Although some progress has been made in improving user access rate and system
energy efficiency based on the energy-correlation centralized cooperative spectrum sensing
scheme, the time of centralized cooperative spectrum sensing is long, resulting in double
waste of energy and frequency band. In order to further improve the user access rate
and the system energy efficiency, we introduce the distributed cooperative spectrum
sensing based on energy-relevance, each PUs has a fixed SUs cluster sensitive PUS state
in each time slot, so that we can reduce the energy consumption of SUs sensor, and can
reduce the sensing time, rest more time to improve the throughput of data transmission,
ultimately achieving the purpose of improving energy efficiency. Our improved distributed
cooperative spectrum sensing scheme based on energy analysis outperforms the centralized
scheme by about 53.2% in terms of throughput and 59.4% in terms of energy efficiency.
Although the scheme proposed by us has effectively improved the throughput and energy
efficiency of the system, there is no further research on spectrum sensing performance, and
we hope to make contributions to spectrum sensing performance in the future.
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