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Abstract: As the global digitalization process continues, information is transformed into data and
widely used, while the data are also at risk of serious privacy breaches. The Cuckoo filter is a
data structure based on the Cuckoo hash. It encrypts data when it is used and can achieve privacy
protection to a certain extent. The Cuckoo filter is an alternative to the Bloom filter, with advantages
such as support for deleting elements and efficient space utilization. Cuckoo filters are widely
used and developed in the fields of network engineering, storage systems, databases, file systems,
distributed systems, etc., because they are often used to solve collection element query problems. In
recent years, many variants of the Cuckoo filter have emerged based on ideas such as improving the
structure and introducing new technologies in order to accommodate a variety of different scenarios,
as well as a huge collection. With the development of the times, the improvement of the structure
and operation logic of the Cuckoo filter itself has become an important direction for the research of
aggregate element query.

Keywords: Cuckoo filter; aggregate element query; approximate membership query structure;
hashing strategy; false positive rate; privacy protection

1. Introduction

With the rapid development of the big data era, numerous new service models and
applications have emerged [1]. These services and applications collect a large amount
of information related to users while providing them with accurate and personalized
services. Information is data that have meaning and value. It can contain text, images,
sound, video, and other forms. When this information is transformed into digital data, it
can be stored, processed, and transmitted [2,3]. The process of digitization involves the
use of technical tools and methods to extract the characteristics of the information and
encode it into a digital form that computers can understand and process [4]. Digitization
transforms information into a form of data that makes them available for manipulation
and utilization in computer systems. Through digitization, information can be analyzed,
searched, shared, protected, and passed on to other systems or devices. The collected
information often contains a large amount of private data, including phone numbers,
ID numbers, and other personal identification information, as well as financial, medical,
and health care information and other sensitive information [5,6]. This makes data among
the most-valuable resources in the world [3,7]. The main risks associated with privacy
breaches during data transformation include data leakage, data misuse, data association,
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and data sharing [8–10]. The querying of data is the most-common operation when using
data [11–13]. Because the data are very large, using the entire collection to query is very
inefficient, and the process of traversal is also prone to data leakage [14]. A common
processing method is to save the fingerprints of all elements in a collection in a hash table,
using the one-way nature of the hash function to secure the data, while only the hash
mapping is needed to determine whether the elements belong to the collection during the
query. However, in maintaining the hash table representation both to store the fingerprints
of all the elements and to save other structures that handle hash collisions, the space usage
of the hash table is low. If the amount of data in the collection is very large, the hash
table cannot be kept in memory. This results in queries that require iterative operations in
memory and secondary storage, causing significant and unnecessary consumption. In some
usage scenarios, certain errors are tolerated for aggregate element queries, a feature that
motivates the creation of approximate member query (AQM) structures to answer such
interactive query problems, of which the Cuckoo Filter (CF) is a typical representative.

The CF is derived from the Cuckoo hash algorithm, which maintains two hash tables,
each using two different hash functions. When new data are inserted, the corresponding
mapping location is calculated based on the fingerprint, and the fingerprint is present in
one of these two locations. If both positions are occupied, a fingerprint is randomly kicked
out and occupies its position, and the kicked-out data look for the corresponding position
in the same way. By continuously kicking out data, eventually, all the data will find their
corresponding locations. The CF, as an alternative to the Bloom Filter (BF) [11], preserves
the advantages of the BF in handling problems such as near-membership queries while
providing better query efficiency and space utilization on top of the BF. It can work with
deletions, insertions, and queries without increasing the storage space. These good features
have led to the use of CFs in several applications [15,16]. (Rao et al. proposed other more
theoretical solutions for the BF, enabling it to have similar advantages [17]).

1.1. Advantages and Main Uses of Cuckoo Filters

CFs have four main advantages over Bloom filters, as follows:

(1) CFs support the dynamic addition and deletion of items.
(2) CFs have a higher lookup performance than standard Bloom filters, even when 95% of

the space is occupied; CFs’ lookup performance is still better than standard Bloom fil-
ters.

(3) Compared with some variants of Bloom filters (such as quotient filters), CFs are easier
to achieve.

(4) With a target false positive rate of less than 3%, CFs use less space than Bloom filters
in practical applications.

The main uses of CFs are as follows:
Determining whether an element exists in a collection: CFs can quickly determine

whether an element exists in a collection by comparing the hash function with the finger-
print information. They can complete the query operation in a constant time, so they are
widely used in scenarios that need to quickly determine whether an element exists, such as
network security, database query, etc.

Improve query efficiency: CFs have the feature of fast query and can complete the
query operation in constant time. Compared with traditional data structures such as hash
tables or binary search trees, CFs have higher query efficiency, especially in the case of large-
scale data collections. Therefore, they are widely used in scenarios that require efficient
querying, such as search engines, network routing, etc.

Reduce conflict and optimize storage space: CFs adopt the Cuckoo hash algorithm,
which can effectively reduce the occurrence of hash conflict and optimize the utilization of
storage space. Through the reasonable design of the hash function and the way of storing
fingerprint information, CFs can achieve a low conflict rate with a small storage space.
Therefore, they are widely used in scenarios that require efficient use of storage space, such
as the storage and indexing of large-scale data collections.
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Support for distributed system applications: CFs can be extended to distributed
system applications, and high availability and load balancing can be achieved by distribut-
ing data collections across multiple nodes. With reasonable data slicing and inter-node
communication protocols, CFs can realize distributed query and update operations, thus
supporting the application requirements of large-scale distributed systems.

Encryption and privacy protection: CFs use hash functions and fingerprint informa-
tion to encrypt and obfuscate elements, thus protecting the privacy of data. They can
transform sensitive information into irreversible fingerprints, ensuring that the original
data cannot be restored and compromised. Therefore, CFs can play an important role in
scenarios where data privacy needs to be protected.

1.2. Cuckoo Filters and Privacy Protection

The evolution of CFs is closely related to the overall development of digitization and
data privacy protection. As digitization progresses, individuals and organizations are
handling larger amounts of data containing more sensitive information [18,19]. At the same
time, issues such as privacy leakage and data misuse are becoming increasingly promi-
nent [20,21]. In order to effectively protect data privacy, related technologies and methods
are constantly evolving.

The introduction of CFs can handle large-scale datasets more efficiently and alleviate
the privacy leakage problem to some extent. By using Cuckoo filters, sensitive information
can be desensitized and duplicate data detected and quickly filtered to reduce the risk of
exposure of sensitive information.

In addition, the nature and features of CFs (e.g., spatially efficient and fast querying)
make them an effective tool for large-scale data processing and privacy protection. They
can be combined with other privacy-protection technologies, such as encryption, access
control, and anonymization, to build a better data-privacy-protection system.

Thus, the evolution of CFs is closely related to the overall development of digitization
and data privacy protection, and they provide a useful technical tool to meet the growing
data challenges.

CFs can achieve a certain degree of privacy protection against the four privacy-breach-
related risks in data transformation: data leakage, data misuse, data association, and data
sharing. The following are a few ways to use CFs to mitigate privacy leakage issues:

(1) Data desensitization: Before converting or storing data, sensitive information can
be desensitized using CFs. CFs can help detect the presence of known sensitive
information, such as specific ID numbers, cell phone numbers, etc. If sensitive infor-
mation is matched, the corresponding processing measures can be triggered to protect
personal privacy.

(2) Preventing duplicate data: CFs can be used to detect duplicate data and avoid storing
sensitive information repeatedly during data conversion. This helps reduce the chance
and risk of sensitive information leakage.

(3) Fast filtering: CFs can be used to quickly filter out non-sensitive data, thereby reducing
the amount of data that need to be further processed. With this filter, data that do
not contain sensitive information can be quickly excluded, thus reducing the risk of
exposure of sensitive information.

1.3. Recent Developments to Cuckoo Filters

Due to the above advantages, CFs can be adapted to most application scenarios and
are the best tool to solve the “does the element belong to a collection” problem. CFs were
first proposed in 2014 to solve the problem of the low efficiency of BF queries and low space
utilization. CFs can be used for redis cache penetration, web applications, like BFs [22,23],
push de-duplication for news clients, distributed databases [24–26], black and white lists,
spell checking [27,28], and so on. CFs can also be used to improve the efficiency of other
related applications, such as methods to protect the privacy of predictions in the federated
learning phase [29], IoT smart cities [30–32], queries in wireless sensor networks [33,34],
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and clustering algorithms [35,36]. Specific applications of CFs in several major scenarios
can be found in Section 2.

However, CFs still have a number of problems:

(1) Deletion problem: Deletion only removes a copy of the fingerprint, and it is not
certain that this copy of the fingerprint is the fingerprint of the element to be deleted.
Furthermore, the deletion does not confirm whether the fingerprint exists in the CF.
This situation can generate false positives.

(2) The insertion complexity is relatively high. As the number of inserted elements
increases, the complexity becomes higher. When the bucket is full, the kick-out
operation needs to be repeated, requiring the fingerprint of the proposed element to
be recalculated.

(3) The size of the storage space must be an exponential multiple of 2, which creates a
problem of low space utilization.

(4) The same element can be inserted at most kb-times (k refers to the number of hash
functions, and b refers to the number of fingerprints that can be contained in the
bucket, which can also be said to be the size of the bucket). Inserting the same item
kb + 1-times will cause the insertion to fail.

The above problems will be more prominent when dealing with large amounts of data.
After research and development, a large number of improvement schemes for the above
problems have emerged. These improvement schemes are generally developed in four
directions: the hashing strategy, the CF’s own structure, the introduction of compression
structure and filter integration; below are the recent advances of CFs in these directions.

The recent development in CFs in terms of the hashing strategy is Adaptive Cuckoo
Filters (ACFs) [37]. Instead of using the standard CF’s partial key Cuckoo hash, ACFs
directly determine the bucket into which an element is inserted by the element’s hash value
(instead of only the fingerprint), thus allowing adaptive modification of the fingerprint
when removing elements that cause false positives. This reduces the rate of false positives
when dealing with large numbers of data queries.

In terms of improvements to the structure of the CF itself, the recent progress is the
Marked Cuckoo Filter (MCF) [38], which adds an additional bit to each slot in the bucket to
indicate the set to which the elements stored in that slot belong, for the multi-level ensemble
scenario, which often occurs when processing large amounts of data.

In terms of introducing compression structures, the recent advancement in CFs is the
XOR+ filter [39]. The core idea of the XOR+ filter is to group together the empty entries in a
hash table and use a bit array to indicate the occupancy of the entries in the table and then
transfer only those entries that are stored with elements during the transfer process, thus
saving the memory space needed at runtime.

In terms of filter integration, the recent progress of CFs is Multiple Cuckoo Filter
(MCF) [40]. In order to solve the problem that it is difficult to query whether a certain
element exists in all data streams in a certain period of time in a huge amount of data,
the MCF integrates multiple CFs so that each CF corresponds to a data stream to support
concise membership queries for multiple data streams.

1.4. Motivation and Our Contributions

However, although there have been many studies on the improvement of the structure
and operation logic of CFs, there is no systematic analysis and summary of these works
in recent years in the literature. We believe that the improvement of CFs’ structure and
operation logic is an important research direction for the following reasons:

Improvement of query efficiency: The main goal of CFs is to quickly determine
whether an element exists in the set or not. Therefore, optimizing the structure and
operation logic of the Cuckoo filter can improve the query efficiency and reduce the query
time and resource consumption. This is very important for the processing of large-scale
datasets and efficient querying.
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Improvement of conflict handling: CFs use hash functions to map elements to differ-
ent locations, and conflict handling is required when there is a hash conflict. Improving the
conflict handling algorithm of CFs can reduce the incidence of conflict and improve the
accuracy and reliability of the data.

Optimization of storage space: The storage space of CFs is limited, so how to optimize
the efficiency of storage space utilization is an important research direction. By improving
the structure and operation logic of the Cuckoo filter, the storage space occupation can be
reduced and the storage efficiency can be improved.

Distributed system support: With the widespread use of distributed systems, CF
support in distributed environments has also become a research hotspot. Improving the
structure and operation logic of the Cuckoo filter can allow adapting to the needs of
distributed systems and improve the scalability and concurrency of the system.

Therefore, this paper provides an overview of the existing optimization schemes by
classifying the different optimization methods from each scheme.

The Section 2 introduces Cuckoo hashing, the basic principles and operations of CFs,
and the main application scenarios of CFs.

The Section 3 introduces the role of hash functions in CFs and the elaboration of CFs
for optimizing hash functions.

The Section 4 presents a variety of improvement options for improving the CFs’ struc-
ture.

The Section 5 describes the integration scheme for CFs and CFs with the introduction
of compression structures.

The Section 6 compares the various options presented in the text and presents a vision
for future development.

The Section 7 provides a summary of the article.

2. Standard Cuckoo Filter
2.1. Cuckoo Hash

Cuckoo hashing is an easy-to-implement hashing strategy. We assumed that all
functions are independent and consistent. These assumptions are usually reasonable in
practice [41]. The Cuckoo hash derives the mapped positions h1(x) and h2(x) about the
elements using two mutually independent hash functions h1 and h2 [42]. It performs an
insert element operation in the hash table. If one of the two mapped positions is free,
the element is inserted directly into this position. (If both mapped positions are free, then
insert the element in either position.) If both mapped positions have elements inserted,
as in Figure 1, one of the elements is kicked out and the element to be inserted is inserted
into this position. For the kicked-out element, it is inserted into the other of its two mapped
positions. If there is still an element alreadykicked out and inserted into the next position,
this will continue until a free position is inserted or the number of kicked-out elements
reaches the threshold. The latter situation means that the table is full of elements and can
no longer accept new ones. The insertion operation has failed, resulting in the need to
expand the hash table’s capacity.

In Figure 1, element E is computed by Cuckoo hashing to obtain the indexes h1(E)
and h2(E) of two insertion positions. First, check the position corresponding to h1(E),
and determine whether the position is already occupied by element A. Then, check
the position corresponding to h2(E), and determine whether the position is occupied by
element B. Therefore, kick out A or B randomly (in this case, kick out A), and insert E
into the position. Element A is kicked out and looks for another mapping position of its
own, and it turns out that the position happens to be occupied by B, so B is kicked out and
A inserted in that position. the kicked-out element B then repeats the above process and
finds another mapping position of its own, finds that the position is free, and inserts B in
that position.
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Figure 1. The element insertion operation of Cuckoo hash.

2.2. Standard Cuckoo Filter

The CF is a Cuckoo hash-based filter that outperforms most of the BF improvement
schemes in terms of space usage, operational performance, and ease of implementation.
Each CF location can store a fixed number of elements and stores the elements’ finger-
prints [43].

2.2.1. Basic Operation of the Cuckoo Filter

An important operation of the CF is insertion, a technique first introduced in a previous
work [44]. However, since the computation of element fingerprints using a hash function is a
one-way operation, it is not possible to compute two mapping positions of its corresponding
elements for a particular fingerprint in the filter. The approach used by the CF for this is a
partial key Cuckoo hash. For each fingerprint, only one hash function is used to compute a
mapping position:

i1 = hash(x). (1)

The other mapping position is derived by the further calculation of the result of
Equation (1):

i2 = i1 ⊕ hash( f ), (2)

i1 and i2 are the indices of the two buckets computed. The equation of exchanging the posi-
tions of i1 and i2 in Equation (2) still holds according to the properties of the heterogeneous
OR operation. That is, any one mapping position can be derived from a hash of another
mapping position and an element fingerprint f by performing an XOR operation.

The specific fingerprint f is obtained by taking a certain number of bits by means of a
hash function f = f ingerprint(x).

For CF query operations, take the process of querying a given element x as an example.
The algorithm first takes a certain number of bits of x as the fingerprint f through the hash
function f = f ingerprint(x) and then obtains the positions of the two buckets through
Formulas (1) and (2); it compares f with the fingerprints in the bucket, and if any fingerprint
in the bucket matches f , the CF returns true; if there are no fingerprints matching f in both
buckets, the CF returns false. Through the above process, it can be seen that, in the absence
of bucket overflow, there are no false positives.

The CF is like the counting Bloom filter, which removes inserted elements by removing
the matching fingerprints, which are in the hash table; other filters that can perform similar
deletion functions are more sophisticated than the CF [45,46]. For a given element x,
the specific deletion process is to check two corresponding buckets; if the fingerprint in any
bucket matches the fingerprint f of x, the copy of the matching fingerprint is deleted from
that bucket.

2.2.2. Dimensions of the Drum

The maximum number of fingerprints that can fit in each bucket is called the bucket
size, and changing the bucket size while keeping the total CF size constant leads to
two consequences:
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(1) Larger buckets improve table utilization (the larger the bucket, the greater the false
positive rate is). The load factor α is 50% when using two hash functions when the bucket
size is 1 (i.e., direct mapping of the hash table), but increases to 84%, 95%, and 98% when
using bucket sizes of 2, 4, and 8, respectively [47].

(2) Larger buckets require longer fingerprints to maintain the same false alarm rate
(i.e., the larger the bucket, the larger the fingerprint). When using larger buckets, more
entries are checked for each lookup, thus increasing the probability of fingerprint conflicts.

2.3. Application Scenarios

The CF is mainly used in network engineering, caching systems, database systems,
and distributed systems.

Network engineering: The CF can be used for fast matching of routing tables to speed
up route lookup and forwarding operations. Reference [48] proposed a new filter called the
length-aware Cuckoo filter (LACF) for faster IP lookups with limited additional storage.
In addition, the CF has applications in wireless sensor networks. A wireless sensor network
is a network consisting of a large number of wireless sensor nodes distributed in space
for sensing information in the environment and transmitting it to a central node or other
nodes [49–51]. In wireless sensor networks, an adversary may use critical data obtained
from captured nodes to deploy a large number of cloned nodes in the network, thus
affecting the network problem, i.e., cloned node attack [52,53]. A recent development in
the solution to this problem was presented in [54], where a CF-based clone-node-detection
algorithm for wireless sensor networks was proposed. Due to the simplicity and high
efficiency of the CF in terms of the insertion and deletion of elements, the scheme in [54] had
better detection time, power consumption, and detection accuracy, i.e., was 92% positive
rate was achieved with 20% power consumption and a 98% detection rate.

Caching systems: In caching systems, the CF can be used to quickly determine
whether an object is in the cache, thus accelerating cache hits and efficiency. Recent
advances in CF research in this area are given in [55,56]. In [55], a CF-based hot-detection
method with high spatiotemporal efficiency and support for deletion was proposed, as well
as a cache replacement policy that combines the CF and an adaptive two-level LRU tech-
nique to obtain a significant improvement in the cache hit rate and a reduction in the time
and space complexity. In [56], a CF-based scheme called PiPoMonitor was proposed to
detect ping-pong patterns and prefetch specific cache lines to interfere with the adversary’s
cache probes to resist against cross-core cache attacks.

Database systems: Cuckoo filters can be used to speed up database query operations,
for example, to determine whether an element exists in the database before querying
it, thus avoiding unnecessary query operations. Reference [57] used the CF instead of
traditional Bloom filters, thus improving the execution performance of query operations in
big data warehouses. In addition, Reference [15] proposed an efficient CF-based scheme
for database-driven cognitive radio networks (CRNs) that preserves the location privacy of
secondary users (SUs), while allowing them to learn about the available channels in their
vicinity; the latest advancement in this field was presented in [58], which proposed a new
scheme using an object-level locking mechanism of the CF for improving the performance
of very large object-storage-based database; the new scheme reduced the elapsed time to
60% while increasing the throughput to 171% compared to the scheme using a table-level
locking mechanism.

Distributed systems: Cuckoo filters can be used for data consistency checking and
de-duplication operations in distributed systems, e.g., in scenarios such as distributed
caching, distributed storage, etc., to quickly determine whether data exist in other nodes in
the cluster [59]. Reference [60] used the CF in the core lightweight client of the lightweight
quantum-resistant distributed ledger protocol IOTA to avoid address reuse. A recent devel-
opment in this area was presented in [61], which proposed a scheme applied to distributed
big data systems, using the CF to improve the performance of lookups after data deletion;
the CF was used to perform lookups before querying remote nodes, thus avoiding unneces-
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sary network round-trip queries, and the scheme can improve the execution performance
of query operations up to twice as much.

In addition, the CF has some applications related to smart cities. The term Smart
City (Smart City) refers to the application of advanced technologies such as information
technology and Internet of Things (IoT) technology to build an intelligent and sustainable
city with the goal of improving the efficiency of city operations, optimizing the use of
resources, and improving the quality of life of residents [21,62,63]. Among them, smart
transportation is an important part of smart cities [64]. The scheme proposed in [65] used
the CF to design big data generated in Vehicular Self-Organizing Networks (VANETs)
for secure communication between vehicles and edge nodes. Reference [66] introduced
Cuckoo filters in 5G vehicular networks to revoke malicious users to prevent re-attacks.

2.4. Some Related Studies on the Improvement of Cuckoo Filters

In 2016, Reference [48] proposed the Length-Aware Cuckoo Filter (LACF), which
considers the problem of the popularity of collection elements and uses different insertion
methods for elements with high and low popularity, effectively reducing the false alarm
rate of the CF in scenarios such as IP address lookup. In 2017, Reference [67] proposed
the d-Ary Cuckoo Filter (d-Ary CF), which solves the problem of the low space utilization
of CFs in the face of a collection of useful and large numbers of elements by adjusting
the bucket allocation strategy and sacrificing the efficiency of a small number of inser-
tion queries. In 2017, Reference [68] proposed the Dynamic Cuckoo Filter (DCF), which
extends the functionality of the CF, is the first data structure to support reliable element
deletion and flexible structure expansion/compression, and enables the CF to be applied
to dynamic collections. In 2018, Reference [69] proposed Position-Aware Cuckoo Filters
(PACFs), which halved the false alarm rate of standard CF by telling in advance whether
a fingerprint has been inserted into the first or second bucket. In 2019, Reference [70]
proposed the Cuckoo Filter With an Integrated Bloom Filter (CFBF), which integrated a
BF to enable insertion when no empty cell was found in the CF to be performed on the
BF, thus reducing the insertion time. It supports removing all inserted elements. In a
hardware implementation of the CF, the CFBF supports a large number of consecutive
insertions. In 2019, Reference [71] proposed the Consistent Cuckoo Filter (CCF), which is
able to be applied to many different scenarios by setting the parameters’ flexibly. In 2020,
Reference [72] proposed the Conditional Cuckoo Filter (Conditional CF), which added
equational predicates to queries and introduced a new linking technique that enabled CFs
to handle special sets determined by predicates and the insertion of duplicate keys. In 2022,
Reference [40] proposed the Multiple Cuckoo Filter (Multiple CF), which implemented
membership queries for multiple data streams by integrating multiple CFs. Various CF
alternatives have also emerged during this period, resulting in enhancements in different
aspects such as insertion, querying, space utilization, and false positive rate.

3. Cuckoo Filter for Improving Cuckoo Strategy

The hash function is an important part of CFs. It enables collection elements to be
stored in filters in a very space-efficient manner and also unifies the data types and lengths
of collection elements. Both short and long strings and large and small values can be turned
into data of the same type and size by hash function calculation, thus making it easy to
query and manage. In CFs, the output value of the hash function usually has two uses:

(1) As an address: Store an element in a bit vector table, and use the hash function to
generate a number of stored random addresses.

(2) As the fingerprint of an element: When the data types between the elements of a
CF-stored collection are inconsistent, the fingerprint of the element is usually obtained by
first performing a hash operation on the element, and then, the fingerprint of the element
is stored in the filter using the first method mentioned above. This ensures the diversity
of data types stored in the CF and also achieves storage consistency while ensuring data
privacy security to a certain extent.
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However, no hash function is completely random, and as long as the mapping range
is finite, there is bound to be the possibility of collision. The Cuckoo hash used in the
standard CF uses eviction to solve the conflict problem, and as the number of inserted
elements increases, the cost of insertion and lookup increases greatly, as well as the rate of
false positives. This section describes two improvements to the CF hashing strategy: The
LACF uses a different number of hash functions to store and search entries based on the
prefix length and popularity of the routing entries. Adaptive Cuckoo Filters (ACFs) allow
fingerprints to use different hash functions.

3.1. Length-Aware Cuckoo Filter

The main role of the LACF is to perform faster IP lookups. The LACF classifies
elements into popular-length elements and unpopular-length elements based on the preva-
lence of their prefix length and uses this to distinguish their corresponding routing entries.
For unpopular length elements, the LACF performs double insertion for them, so that,
when querying a previous unpopular-length element, it needs to check two locations in the
filter to determine its existence, thus reducing the false positive rate. For popular-length
elements, the LACF inserts them only once, so the effect on the false positive rate can be
ignored. Figure 2 shows a double insertion, where, for each element, the second insertion
uses a separate set of hash functions (h1b, h2b). In Figure 2, the left half represents a normal
primary insertion for a popular-length element, while the right half shows a secondary
insertion for a non-popular-length element. In the right half of Figure 2, to insert a non-
popular length element x into the filter, first, a set of partial key Cuckoo hash functions
(h1, h2) is used to compute the two positions (a1, a2) for the first insertion performed on x
and insert the fingerprint f p of element x into position a1. Then, another independent set
of Cuckoo hash functions (h1b, h2b) is used to compute the second set of insertion positions
for x, i.e.,(a1b, a2b), and insert f p into position a2b. The LACF actively adapts, identifies the
element causing the false positives, and removes it, but still finds the element during the
search, then inserts it again in a different way [48].

Figure 2. Element insertion in (left) Cuckoo filter and (right) double insertion.

The false positive rate of the CF is approximately o( 8
2 f ), where f represents the number

of bits in the fingerprint, 8 is the number slots provided for each element in the filter,
and o represents the occupancy rate, i.e., the percentage of filled positions in the filter to
the total number of positions. For unpopular-length elements, the false positive rate of
double insertion can be approximated as o2( 8

2 f )
2

since both sets of hash functions have the
possibility of false positives and their probabilities of false positives are independent of
each other.

3.2. Adaptive Cuckoo Filters

For the set S of elements to be queried, the ACF stores the elements in it in a Cuckoo
hash table. A copy of the Cuckoo hash table is also constructed to store the fingerprints
corresponding to the elements in the set S, and this copy is used for the CF. The main
feature of the ACF is that no partial key Cuckoo hash is used, and the ACF uses the hash of
the complete elements instead of the fingerprints to determine the bucket to which each
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element belongs [37]. When a query is performed on an element in S, a false positive
occurs if a fingerprint in a bucket found during the query is the same as the fingerprint
corresponding to that element. Therefore, when a positive result appears, the ACF checks
the hash table, and if the fingerprint in the bucket does not correspond to the same element
as the one being queried, it is determined to be a false positive. To remove false positives,
the fingerprint associated with the element needs to be changed using a different fingerprint
function. The ACF uses a method that identifies the element causing the false positive,
removes it, but still finds the element when searching, and then inserts it again in a different
way. This method ensures that no further false alarms occur when the same element is
queried later, thus achieving the goal of reducing the false alarm rate.

4. Improved Structure of Cuckoo Filter

This section presents eight filter optimization schemes with an improved structure
that essentially improve the structure of the CF, including the number of buckets in the
filter and how bucket indexes are computed, the size of tables in the filter, eligibility testing
of elements, finding connections between elements before use, and eviction strategies.

4.1. d-Ary Cuckoo Filter

To improve space utilization, one idea for CF improvement is to increase the number
of candidate buckets corresponding to each element, and d-ary Cuckoo hashing takes
advantage of this idea. Therefore, the CF is generalized to d-Ary CF to further improve the
space utilization. However, it is difficult to add candidate buckets because only fingerprints
are available for computing candidate positions. Therefore, a digitwise heteroskedastic
operation based on d is introduced as a basis for computing d candidate buckets for each
element in a round-robin fashion.

With 3-Ary CFs (three candidate buckets for each project), for example, you need to
ensure that A = AopBopBopB [48].

The base-3 digitwise XOR operation computes three candidate buckets for each ele-
ment in a round-robin fashion. The operation op is XOR3, and XOR3 is equal to the digit
mode operation in the base-3 digit system. The XOR3 computation rules are shown in
Table 1.

Table 1. The rule of calculation of XOR3.

0 1 2

0 0 1 2
1 1 2 0
2 2 0 1

4.2. Consistent Cuckoo Filter

With several CF schemes previously described, it can be found that there is a depen-
dency between the index of the bucket in which the elements are stored and the length
of the filter, and the Index-Independent Cuckoo Filter (I2CF) eliminates this relationship.
The core of the I2CF is to maintain a consistent hash ring, and when assigning buckets to
elements, the I2CF can assign k candidate buckets for each element; the value of k is not
fixed, so that the size can be adjusted by itself as needed. In this way, the I2CF achieves
bucket-level capacity adjustment, allowing it to be used for dynamic collection presentation.

By organizing multiple I2CFs, a Consistent Cuckoo Filter (CCF) can be obtained.
The capacity of the consistent Cuckoo filter is flexible, and when the set base increases or
decreases suddenly, the CCF can be adjusted in time by merging underutilized I2CFs and
adding unused I2CFs to the filter’s capacity.

Within the CCF framework, the membership query can check all I2CF vectors. For I2CFi,

the false positive rate is ξi = 1− (1− 1
2 f )

ki•bi . This yields the global false positive rate of

the CCF as ξCCF = 1−∏s−1
i=0 (1− ξi). To ensure the run-time false positive rate, the CCF
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sets a threshold value for s. When s is about to reach the threshold value, in order to
make room for new elements, the CCF will no longer add unused I2CFs, but choose to
perform bucket-level capacity adjustment operations or perform compression operations
by merging underused I2CFs. In this case, the value of s will not be added again, thus
achieving control of the false positive rate. Consistent CF implements the design principle
of dynamic set representation, but with a slightly higher complexity.

4.3. AniFilter

Advances in Non-Volatile Memory (NVM) technology have given persistent memory
the advantage of high performance. Since AMQ is often used for persistent memory, CF,
as a kind of AMQ, can also take advantage of the high performance of NVM to achieve
persistence—AniFilter is such a special CF. Compared with plain CF, AniFilter achieves
improved insertion throughput on NVM through spillable buckets and lookahead eviction,
while achieving improved query throughput through a bucket primacy strategy.

In the AF, when there are not enough slots in a bucket, this bucket can borrow slots
from its neighboring buckets. For example, when inserting a fingerprint FP into the i-th
bucket (b[i]) in the AF, if all slots in b[i] are full, then the AF does not kick a fingerprint
from b[i], but asks the buckets behind it if there is an empty slot; if there is a free slot in
bucket b[i + k], then insert the FP into that slot. At this point, we refer to the FP, bucket
b[i + k], and the slot where the FP is stored as the overflow fingerprint, overflow bucket,
and overflow slot, respectively.

Under high load, fingerprints inserted in the CF face massive recycling, resulting in
inefficient insertion. To solve this problem, the AF introduces lookahead eviction. Store
the occupancy information for each bucket in an array of bits called occupancy flags.
If the corresponding bucket is full, the entries in the array are set. The occupancy flag is
referenced when an insert operation results in an eviction from the storage bucket. When
selecting the FP to be evicted, we first list all the FPs in the bucket, then select one FP with
a free spare bucket to evict based on the occupancy of those FPs’ spare buckets. If none of
the FPs have a free spare bucket, then one FP is randomly selected and evicted.

According to the Cuckoo hash, we know that, in the AF, there are two buckets available
for each fingerprint of element x at the time of insertion. We refer to the bucket computed
by h1(x) as the primary bucket and the other bucket (i.e., the one computed by h2(x)) as the
secondary bucket. In both insertion and query, the algorithm looks for the primary bucket
first and only takes the secondary bucket if the primary bucket is full. Therefore, in order
to improve the throughput at query time, it is necessary to reduce the number of accesses
to the auxiliary bucket and random accesses. To achieve this, the AF chooses to encode the
eviction history of a bucket in terms of the order of the FPs stored in the bucket. Using a
bucket with four slots as an example, one can determine whether a bucket has performed
an eviction by comparing the FPs stored in the last two slots. If the FP stored in the fourth
slot is larger than the FP stored in the third slot, then the bucket has not performed an
eviction and the auxiliary bucket does not need to be queried.

Under continuous operation, the CF outperforms a host of other filters in terms of
efficiency. However, under high load, the CF suffers from low insertion throughput. The AF,
which is optimized on the basis of the CF, not only inherits the advantages of the CF, but also
outperforms the CF and most other filters under high load [73].

4.4. Position-Aware Cuckoo Filters

In the CF, for each FP, there are two candidate buckets. It is easy to think that the
false positive rate can be reduced if the bucket also stores information about the location of
the FP in the bucket—i.e., which bucket this is for this FP. Positon-Aware Cuckoo Filters
(PACFs) take advantage of this idea.

To achieve the above goal, it is easy to think of adding 1 bit to each FP to indicate the
bucket it belongs to. For example, if the last 1 bit of the FP is 0, this means that the FP is
located in the first bucket, i.e., bucket a1; if the last 1 bit of the FP is 1, it means that the FP
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is stored in bucket a2. This seems to be able to put the false alarm rate to half of the original
one. However, because the FP is increased by one bit, this again corresponds to increasing
the false positive rate by a factor of two.

Since increasing the number of bits of the FP is not feasible, we might as well think
differently; we can add a certain number of bits to the bucket to represent the location
information of the FP stored in the bucket. As shown in Figure 3, for a bucket with 4 slots,
the PACF adds two bits as the location information s and encodes the 4 slots as 0, 1, 2, and
3 from left to right. s = 2 in Figure 3, then for the FPs stored in Slots s to 4 (i.e., f p(w) and
f p(z)), this bucket is a1; for the FPs stored in Slots 0 to s− 1 (i.e., f p(x) and f p(y)), this
bucket is a2. Then, at query time, if this bucket is Bucket a1 for the queried element, then
only the FP of the queried element needs to be compared with f p(w) and f p(z). This also
reduces the false alarm rate to half of the original rate from a global view [69].

Figure 3. Marking of elements on a bucket in the position-aware Cuckoo filter.

4.5. Additive and Subtractive Cuckoo Filters

Huang et al. proposed a novel variant of the CF, the Additive and Subtractive Cuckoo
Filter (ASCF), to improve the space utilization of the CF. The biggest improvement of the
ASCF over the CF is the choice of replacing XOR operations with ADD/SUB operations
to compute the bucket indexes. By getting rid of the XOR operation, the ASCF does not
require the number of buckets to be a power of two, thus achieving higher space utilization
while maintaining the high lookup and update performance of the CF.

In the ASCF, the m buckets in the hash table are equally divided into two blocks,
and for an item x, its corresponding two candidate buckets are located within these two
blocks; the following is the insertion process. If item x is to be inserted, then the ASCF
first computes the fingerprint fx of x within each of the two blocks, the index h0(x) of the
bucket within Block 0, and the index h1(1) of the bucket within Block 1.

h0(x) : fx = G(x). (3)

The h0(x) in (3) is the index of the bucket of item x in Block 0 and the index of the
first candidate bucket of x in the range [0, . . . , m/2−1]. fx is the fingerprint of item x, ’:’ is
the concatenator, and G(x) is a hash corresponding to item x whose left part is the bucket
index h0(x) and whose right part is the fingerprint fx of x. Then, in Block 1, we use the
addition operation to compute the bucket index of the second candidate bucket.

h1(x) = (h0(x) + H( fx)mod m/2 + m/2). (4)

Equation (4) shows the calculation of the index h1(x) for the buckets in Block 1. H( fx)
ranges from [0, . . . , m/2−1], which is the number of buckets in each block. h1(x) ranges
from [m/2, . . . , m−1].

After the indexes of the two candidate buckets are computed, if either of the two
buckets is free, fx is inserted into that bucket. If both buckets are full, an eviction is
performed. The eviction process is to randomly insert fx into bucket h0(x) or bucket h1(x)
and then look for another candidate bucket of the evicted item. If the other candidate
bucket is also full, the eviction process is repeated until a bucket with a free slot is found
or the maximum number of evictions is reached. Equation (5) demonstrates the method to
calculate the candidate buckets for the evicted items.
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{
j = (i + H(g))mod m/2 + m/2 i f i ∈ block 0,

j = (i− H(g))mod m/2 i f i ∈ block 1.
(5)

The g in Equation (5) is the fingerprint of the evicted item, and j is the index of the
alternate bucket of the evicted item; we can see that the index of the alternate bucket is also
obtained by the addition/subtraction operation. Compared to the CF, the ASCF not only
maintains similar insertion and query throughput, but also reduces the space overhead by
a factor of 1.9 [74].

4.6. Vacuum Filters

Vacuum Filters (VFs) are a set of AMQ data structures for items that support near-
membership queries. Like most other AMQ data structures [5,11,75], vacuum filters may
report false positive results.

VFs have a smaller space overhead and higher insertion and query throughput than
other AMQ data structures. Thus, they are a more efficient and faster alternative to BFs
and CFs. VFs also store fingerprints in hash tables, just like CFs. However, VFs have
improved insertion and fingerprint eviction policies, thus enabling high load and data
locality without limiting table size [76].

4.7. Conditional Cuckoo Filters

Conditional CFs allow setting membership tests for a given predicate on a pre-
computed sketch. They are able to add equation predicates to queries. The filter also
introduces a new linking technique that allows CFs to handle the insertion of duplicate
keys [68]. This results in at least two significant benefits in joining processing. First, it
allows predicate-specific filters to be applied to both the build side and the probe side of
the connection. This increases the number of cases where the data structure created on the
build side fits into main memory. Second, it allows predicates to be pushed down from
one table to all other tables in the pass-through closure of the join graph. The number of
tuples that the connection must handle is significantly reduced. Instead of storing keys
and key pairs, conditional CFs store fingerprints or sketches of both and only the key
fingerprints. The use of attribute sketches greatly improves the functionality of filters at a
modest space cost.

Conditional CFs support two useful operations. Given an item x and a predicate P,
they test x whether the item belongs to Sp. In other words, if there are matching rows in the
input data, then it is Sp. As long as a predicate is given P, some variant of conditional CFs
will return the set Sp of Cuckoo filters. Like other approximate set membership sketches, it
maintains the property that false negative values cannot be returned.

Conditional CFs differ from Cuckoo hashes and filters in that the key may not be
unique in conditional CFs and require techniques for handling copies. The tuples can
share the same key, but have different properties. The use of linking techniques extends
the Cuckoo hash table to make it robust to duplicate keys and allows high load factors to
be achieved.

4.8. Marked Cuckoo Filter

One possible application area of CFs is for set representation in multi-set coordination
problems. However, if the CF is used for multi-set representation, it is necessary to establish
a correspondence between the elements stored in the buckets and the sets to which they
belong [77]. To solve this problem, the Marked CF (MCF) adds a few bits in each slot for
representing the affiliation information of the elements and calls these bits marker bits.

Similar to CFs, there are m buckets in MCFs and b slots in each bucket. However,
unlike CFs, each slot has marker bits of length n in addition to the fingerprint bits of length
f to indicate the adjunct information of the stored element, i.e., which set the element
belongs to. The length n of the marker bits is also the number of sets that the MCF needs to
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represent. If an element belongs to the set Si, then the i-th position of the marker bit of that
element is 1, thus establishing the correspondence between the element and the set.

The insertion process of the MCF is similar to the CF. For the element x to be inserted,
the MCF uses h1(x) = hash(x)%m and h2(x) = h1(x)

⊕
(hash(ηx)%m) computes the index

of its corresponding two candidate buckets, where ηx is the fingerprint of element x [38].
If either of the two buckets has a free slot, ηx is inserted; if both buckets are full, a fingerprint
is randomly evicted from either bucket to its spare bucket, and if the spare bucket is also
full, the eviction is performed again until a bucket with a free slot is found or the number
of evictions reaches a threshold.

5. Other Improved Structures

This section introduces two CF optimization schemes in terms of introducing the
compression structure and filter integration, respectively. Introducing a compression model
does not necessarily lead to a real space reduction, but it can effectively alleviate the bucket
overflow problem and reduce the false positive rate. Using filter integration, you can
effectively obtain the benefits of both the BF and CF while also having multiple filters to
easily handle data from multiple streams.

5.1. Compression Structure
5.1.1. Morton Filters

The MF is a typical example of a CF using a compressed structure. The MF, like the
CF, maintains a set of buckets with slots in each bucket for storing fingerprints, using two
hash functions H1() and H2() to select candidate buckets for elements.

The biggest difference between the MF and CF is the use of a compressed storage
format, the block. The size of the block is not fixed and is generally determined by the
storage medium (cache, SSD, etc.) on which the MF is located. The MCF stores its own
data in blocks, specifically a certain number of buckets and fingerprints in the buckets
are stored in each block, as well as metadata; the metadata are used to recover the logical
interpretation of the MF. Blocks are stored in a special storage structure, the block store.
In the MF, blocks have three main components—Fingerprint Storage Array (FSA), Fullness
Counter Array (FCA), and Overflow Tracking Array (OTA).

FSA: The FSA is an array that stores the fingerprints in the block. The slots in the block
that have fingerprints stored in them are stored in the FSA in close succession in bucket
order, while the free slots are all stored at the end of the buffer. Since only slots containing
fingerprints are stored in the FSA, the number of slots in the FSA will be much less than
the total number of slots in the block it is logically supposed to contain. This results in a
lightly loaded filter while keeping the FSA full and saving storage space.

FCA: The FCA uses a fullness counter to count the number of fingerprints stored in
each bucket in the block and uses this to encode all buckets in the block. With the help of
the FCA, the MCF can implement in situ reading and writing to the buckets stored with
sequence numbers in the FSA. For example, if we want to read the fingerprint information
stored in bucket FSA[3] , then we only need to calculate the sum of the fullness values
of the buckets FSA[0], FSA[1], and FSA[2] and use them as offsets to quickly locate the
position of the fingerprint in bucket FSA[3]. In addition, with the help of the FCA, the FSA
does not have to store any free slots, thus saving the time for comparison with empty slots
and improving the throughput of the filter [78].

OTA: The OTA can record the overflow of a block as a bit vector. When a fingerprint
overflow occurs in a block, the OTA keeps track of the overflow by setting a bit. When
querying a fingerprint in a block, the OTA can be used to determine whether the bucket
to which the fingerprint belongs has overflowed or not, and thus decide whether it is
necessary to query an alternate bucket. The OTA can help reduce the false alarm rate and
increase the throughput.

The MF has higher throughput and lower space cost compared to the CF. In addition, the
MF achieves a lower false alarm rate due to the reduced number of fingerprint comparisons.
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5.1.2. XOR+ Filters

The XOR filter was proposed by Dietzfelbinger and Pagh and was originally a variant
of the Bloomier filter. Compared to the Bloomier and Cuckoo filters, XOR filters have higher
lookup efficiency while requiring lower memory overhead. Graf and Lemire proposed the
XOR+ filter to further reduce the space overhead of XOR filters. XOR+ filters are more
compact than XOR filters while maintaining a higher speedup than Bloomier filters.

In the XOR filter, the slots used to store the fingerprints are logically organized in the
form of an array. The size of the array B, which is organized by all the slots, is determined
by the size of the set S of elements. For security purposes, the size of B is generally slightly
larger than the size of S. Specifically, if the capacity of the array B is represented by c,
then c ≈ 1.23× |S|. That is, there is about 19% of space in B that is empty. During the
transfer, the XOR+ filter will not transfer these empty slots in order to improve performance.
This is performed by first encoding a bit array based on the slot occupancy in Array B
before transmission, with a “1” meaning the slot is occupied and a “0” meaning the slot is
empty, and then sending the bit array. In this way, only those slots with fingerprints are
transmitted, thus increasing the query speed.

The compression operation can also be performed at runtime of the XOR+ filter, thus
saving runtime space. The XOR+ filter changes the original construction algorithm so
that each of the three hash functions has a corresponding queue, and each hash function
can map the elements into one third of the space of Table 1. The entries in the first two
queues are then processed first until they are empty before the third queue is processed.
This allows you to save space while maintaining good performance by moving most of the
empty entries to the last third of Table 1 and then constructing ranked data structures for
only that part.

5.2. Filter Integration
5.2.1. Cuckoo Filters with an Integrated Bloom Filter

Compared with the BF, the CF has a lower false alarm rate, and the CF supports
deletion operations, so the CF can be a good replacement for the BF in most cases. However,
the CF also has problems. The CF has more complex insertion operations than the BF.
The CF has poor performance when inserting at high occupancy. It is difficult for the
CF to support high speed and a large number of consecutive insertions. For this reason,
Reviriego et al. proposed the CFBF, which is a scheme to integrate the BF into the CF.

In the CFBF, in addition to four slots in each bucket, there is an additional Bloom filter
bit bf, as shown in Figure 4. In the following, we describe the insertion process in the CFBF.
For a new element x, x can be inserted either into the CF or into the BF, and the exact choice
is determined by the algorithm. The purpose of integrating the BF in the CF is to reduce the
time consumed by performing a large number of consecutive insertions in the CF at high
occupancy, so the CFBF sets a threshold for the number of insertions t. First, an insertion is
performed into the standard CF, and if the number of iterations of the insertion operation
reaches t, then the next BF insertion is performed [70]. The process of inserting x into the BF
is to first calculate h1(x) and h2(x) to obtain two buckets a1 and a2 and then set the bf bits
of both buckets a1 and a2 to 1 (in order to avoid conflicts), thus completing the insertion.

Figure 4. Structure of a bucket in the proposed CFBF.

From the above insertion process, we can deduce the lookup process of the CFBF.
For the element q with a query, the fingerprint FPq of q and the two buckets a1 and a2 are
calculated first. If the fingerprint f p matching FPq is found in a1 or a2, the lookup succeeds
and returns SUCCESS, which is the case of the element in the CF; if the bf bits of both
a1 and a2 are 1, SUCCESS is returned, which is the case of the element in BF. In addition,
to remove an element from the BF, simply set the bf bits of both buckets to 0.



Electronics 2023, 12, 2809 16 of 23

The evaluation showed that the CFBF can reduce the insertion time in the worst
case to one-tenth of the original one and improve the average insertion efficiency in the
high-occupancy case by more than 10-times the original one, compared with the standard
CF. The CFBF supports the operation of deleting the inserted elements.

5.2.2. Multiple Cuckoo Filter

In the era of big data, especially after the popularity of smartphones, the sources
of information that can provide data streams are becoming more and more abundant.
The information provided by a single data stream is often rather one-sided, and it is
difficult to meet the needs of relevant personnel. The information of multiple data streams
is often correlated, so the integration of multiple data streams can help us obtain more
comprehensive information, which requires filters that can be used for multi-dimensional
element membership queries.

To address the above problem, there are some studies that chose to improve on Bloom
filters, the core idea of which is to create a Bloom filter for each dimension, thus enabling
efficient membership queries. However, the existing schemes fail to address the problem
that it is impossible to determine whether an element exists in multiple data streams within
a certain time period. To solve this problem, Hu et al. proposed the Multiple Cuckoo Filter
(MCF) [40] based on existing schemes.

The MCF assigns a standard Cuckoo filter to each data stream, thus enabling the
decomposition of membership queries on a data stream-by-stream basis, with each Cuckoo
filter responsible for querying a single data stream. For different types of data streams,
the MCF also introduces a window mechanism, where the window size can be different
for each data stream. The window is used to split each data stream according to the time
period, and the fingerprints in the window are inserted into the corresponding CF of the
data stream. Since the head element of the window needs to be deleted and a new element
inserted at the end when the sliding window is dynamically changed, a queue is used as
the data structure of the sliding window. The motion direction of the sliding window is
shown in Figure 5.

Figure 5. MCF.

As shown in Figure 5, S1, S2, and Sn are different data streams, and the dashed boxes
indicate the sliding windows of each data stream with the sliding direction from top to
bottom. In Figure 5, S1 has a window size of 4, S2 has a window size of 6, and Sn has a
window size of 3. The elements in the window are inserted into the corresponding CF of
each data stream according to the standard CF insertion process. In Figure 5, it is necessary
to find element x in all data streams. For each data stream, the sliding window starts
from the starting position of the data stream to be processed and divides the data stream
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according to the window size and sliding interval. If the current Cuckoo filter is empty,
the fingerprint of all records in the window is inserted into its own Cuckoo filter; if it is
not empty, the Cuckoo filter is cleared, and then, the data in the window are inserted into
the Cuckoo filter. Check whether x exists in the current window. If so, the current window
stops sliding and returns true; otherwise, determine whether the current window has slid
to the end of the current data stream, and return false if so. Finally, determine whether
each data stream returns true. If all data streams return true, then x does exist in each data
stream. However, if any of the streams return false, this means that element x does not
exist in all streams for a certain period of time.

Since it is necessary to determine whether an element exists in more than one data
stream in a certain time period, the query for each element needs to retrieve all CFs.
Assuming that there are s data streams and filters in total and the false alarm rate of each
CF is εCF, then the false alarm rate of the MCF does not exceed 1− (1− εCF)s. The false
positive rate of the MCF considering the dynamic window is

εMCF = 1− (1− εCF)s·b(m−w+1)/kc+1 ≈ 2bs(m− w + 1)
k · 2 f . (6)

The s · b(m− w + 1)/k + 1c in (6) is the total number of comparisons performed; w is
the size of the sliding window; m is the number of records contained in each data stream; k
is the number of elements being moved each time. b represents the maximum number of
fingerprints that can be contained in each bucket of each CF, and f represents the length of
each fingerprint. It can be seen that, as with the CFs, the fingerprint length f has a relatively
large impact on the false alarm rate of the MCF.

6. Analysis and Exploration of Improvement Schemes
6.1. Scheme Analysis

The CF has had dozens of optimizations and variations since it was proposed in 2014,
and new schemes have been proposed in recent years. Table 2 provides a comparative
analysis of the 15 existing typical CF optimization schemes mentioned in this paper and
the standard CF in terms of four generality metrics: query, insertion performance, space
utilization, false alarm rate, and five aspects of usage scenarios, where

√
indicates that this

performance is optimized, × indicates that this performance is sacrificed, and − indicates
that this performance is unchanged or not comparable. Of these solutions, most are mainly
proposed for specific scenarios or as alternatives to the CF.

Table 2. Comparison of improvement schemes of the CF.

Filter Name
Performance Features

Application Scenarios
Inquiry Insertion Space Use False Positive Rate

Standard CF − − − − Proximate membership search
LACF − × −

√
IP address Lookup

ACF − − −
√

Proximate membership search
d-Ary CF × ×

√
− Very large collection

Consistent CF
√

−
√

− Flexible parameter adjustment
AF

√ √
− − Proximate membership search

PACF − − −
√

IP lookup and information retrieval
ASCF − −

√
− Proximate membership search

VF
√ √

− − Proximate membership search
Conditional CFs − − − − Join processing and other sets determined by predicates
Marked CF − − − − Multi-party collection
Multiple CF − − −

√
Membership queries for multiple data streams

CFBF −
√

−
√

Achieve continuous insertion of CFs
DCF

√ √ √
− Dynamic set

MF
√ √ √ √

Proximate membership search
XF

√
×

√
− Proximate membership search
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This paper first introduced two CF improvement schemes that optimize the hash
policy, essentially improving the CF operation logic. The improvement for hash functions
is a performance improvement for all application scenarios of CFs. Although CFs have
outstanding performance in query and delete operations, element insertion will require
an eviction operation due to hash collision, thus shifting the position of a large number of
irrelevant elements and resulting in wasted performance. The two schemes proposed in
this paper both use the hash function adaptively for different fingerprint entries, which can
effectively avoid the occurrence of hash collisions, which essentially solves the problem
of low CF insertion efficiency. Among them, the LACF also considers the use of differ-
ent insertion methods according to the prefix length prevalence of the routing entries,
and this scheme is suitable for data with an obvious division of the prefix length, such as
IP addresses.

The main CF optimization solutions for structural improvement are to increase the
functionality of CFs or to continue optimizing CFs to achieve full replacement. Among them,
conditional CFs handle collections of data determined by a set of predicates and intro-
duce new concatenation techniques that allow CFs to handle the insertion of duplicate
keys. Marked CFs target collections where there is some association between collection
elements. Marked CFs need to store the association between elements by jointly consid-
ering fingerprints and marker fields in slots. Marked CF naturally supports multi-party
set representation.

The CF improvement scheme of the compression structure was introduced mainly to
optimize its performance. The compression of filters using existing compression techniques
has theoretically demonstrated that such structural compression not only reduces space
usage, but also reduces the query misclassification rate of filters. Filter integration for
CFs, the inheritance of a BF, and the integration of a set of CFs are all designed to obtain
the advantages of the integrated part to compensate for the shortcomings of a single CF.
Among them, the BF can take advantage of its higher insertion efficiency than the CF to
improve the insertion efficiency and achieve continuous insertion of data. The query of
multiple data streams is divided into logical individual data streams, and a CF is provided
for each data stream to realize the processing of multiple data streams by the CF.

6.2. Future Development Prospects

After continuous improvement and optimization, the optimized solutions of CFs have
been greatly improved in terms of space utilization, false alarm rate, etc. However, in the
face of a wide range of usage scenarios, general-purpose CFs inevitably lack pertinence.
Therefore, it will be a hot issue for future research to further optimize existing schemes
to adapt them to a wide range of application scenarios. We see the potential of CFs for a
wide range of applications in machine learning and artificial intelligence to improve data
quality, improve model performance, and discover hidden patterns and features. Artificial
intelligence models are usually more sensitive to high-quality data, and CFs can help
remove noise, smooth data, and improve data quality [79]. This improves the training
effectiveness and performance of AI models [80]. CFs are able to identify and extract
important features and patterns in time series data. Combining them with AI can enhance
the model’s ability to learn these features and improve the accuracy and generalization
of the model [81]. However, the various current CF schemes have not yet been able to
implement these ideas well, so improvements in the structure and operational logic of CFs
are needed to further explore the potential of CFs.

The optimization of the hash strategy is a critical component of CFs; whether or not
the mapping is uniform is related to the efficiency of CFs’ space utilization, and collision in
finite space is a direct cause of CFs’ query misclassification rate. Although there must be
collisions of hash strategies in a finite space, its further exploration is an important direction
for the future.
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None of the current optimizations for CFs are considered from a privacy perspective.
It is also a worthwhile direction to consider whether the hash function can be replaced or
other more-secure and efficient encryption schemes can be incorporated.

With the increasing size of data and the gradual increase of interactions, it is difficult to
avoid the scenario of multi-collection data processing. There are still relatively few relevant
improvement solutions for multiple collection element queries.

In addition to improving the structure and operation logic of the CF itself, combining
it with new technologies is also an important improvement direction for CFs. For ex-
ample, we believe that CFs can be combined with neural networks so that CFs can gain
new advantages.

A Neural Network (NeN) is a computational model consisting of a large number of
artificial neurons (also called nodes or units), inspired by biological nervous systems [82,83].
It is widely used in the field of machine learning and artificial intelligence. Optimization of
Cuckoo filters using neural networks can provide the following benefits:

(1) Neural networks can learn more complex patterns and features, thus improving the
accuracy of CFs. By training the neural network, they can identify and filter more
accurate data and reduce the number of misclassifications and omissions.

(2) The neural network can automatically adjust the weights and model structure accord-
ing to the changes in input data to adapt to different data distributions and features.
This allows the CF to adapt and process better with better generalization ability when
facing new data.

(3) Neural networks are able to handle nonlinear relationships and complex features,
which can capture more semantic information and contextual associations. For text
data, neural networks can understand features at the lexical, syntactic, and semantic
levels to better distinguish between normal content and malicious attacks.

(4) The optimized CF can take advantage of the neural network to perform filtering
and judgment faster with the advantage of parallel computing. This is important for
data stream processing in real-time scenarios to improve response time and process-
ing efficiency.

(5) Neural networks are very scalable and can be extended to multi-layer, multi-type
network structures to accommodate more complex data analysis needs. This allows
CFs to handle a wider range of data types and tasks, with more powerful functions
and application potential.

In summary, the optimization of CFs using neural networks can improve accuracy,
be adaptable, handle complex features, be real-time, and have good scalability. This
will enhance CFs in terms of data processing and security protection, providing a better
experience and protection for users.

With the development of the big data era, CFs still have a wide scope of use due to
their compact space usage and efficient operation. They can also be optimized in all parts
and improved for specific application scenarios. Therefore, CFs will remain a major topic
in the future in the research area of high-performance queries.

7. Conclusions

With the increasing scale of data, more and more private information is transformed
into data. Many scenarios of collection element queries need to be carried out in massive
data with increasing requirements for performance, as well as privacy. With the emer-
gence of different CF improvement schemes, the insertion and lookup performance of
CFs is continuously improved, and space utilization is gradually improved while also
maintaining a low false alarm rate. This makes CFs the most-common tool for element
membership queries. In this paper, we introduced numerous CF improvement schemes
for different scenarios and CF alternatives, reviewed numerous CF improvement schemes
from four perspectives: the hashing strategy, the CF structure itself, the introduction of
the compression structure, and filter integration, and compared and analyzed the main
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performance metrics of CFs to provide a reference for possible future research directions
of CFs.
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