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Abstract: People with Alzheimer’s disease are at risk of malnutrition, overeating, and dehydration
because short-term memory loss can lead to confusion. They need a caregiver to ensure they adhere
to the main meals of the day and are properly hydrated. The purpose of this paper is to present an
artificial intelligence system prototype based on deep learning algorithms aiming to help Alzheimer’s
disease patients regain part of the normal individual comfort and independence. The proposed
system uses artificial intelligence to recognize human activity in video, being able to identify the
times when the monitored person is feeding or hydrating, reminding them using audio messages
that they forgot to eat or drink or that they ate too much. It also allows for the remote supervision
and management of the nutrition program by a caregiver. The paper includes the study, search,
training, and use of models and algorithms specific to the field of deep learning applied to computer
vision to classify images, detect objects in images, and recognize human activity video streams.
This research shows that, even using standard computational hardware, neural networks’ training
provided good predictive capabilities for the models (image classification 96%, object detection 74%,
and activity analysis 78%), with the training performed in less than 48 h, while the resulting model
deployed on the portable development board offered fast response times—that is, two seconds. Thus,
the current study emphasizes the importance of artificial intelligence used in helping both people
with Alzheimer’s disease and their caregivers, filling an empty slot in the smart assistance software
domain.

Keywords: Alzheimer’s disease; artificial intelligence; computer vision; surveillance system; image
classification; deep learning; transfer learning; object detection; human activity recognition in video

1. Introduction

Just as the human body ages over time, so does the brain. Old age is the highest risk
factor for Alzheimer’s disease, with most cases developing after the age of 65. However,
there have been incipient cases of the disease even below this age, proving that it not only
affects the elderly, but also is not a natural stage of aging [1].

Dementia is a general term used to define a set of abnormalities that occur in the
onset of the disease such as impaired memory and thinking skills. Alzheimer’s disease
occurs in 60–80% of cases of dementia, causing a gradual loss of the ability to function
independently [1].

There are 50 million people suffering from dementia worldwide and it is estimated that
this number will double every 2 decades, reaching 152 million by 2050 [2]. This alarming
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increase in the number of patients has led to scientists racing against the clock to find
effective treatments to prevent and alleviate the symptoms of the disease [3].

Being a progressive disease, in the initial phase, it manifests in slight memory loss, but
worsens over time to the level where the affected person can no longer communicate in
words or respond to environmental stimuli [4].

Alzheimer’s disease can cause an eating disorder—patients either forget to eat, causing
malnutrition, or eat too many times a day, leading to overeating [5].

For people with Alzheimer’s disease, the risk of dehydration or unhealthy eating is
much higher; they even forget to eat or drink water, regardless of having a feeling of thirst
or hunger. Meanwhile, patients are prone to eat more than necessary or more often as a
result of the confusion they feel because they cannot rely on short-term memory [6].

The possibility of living independently thus becomes almost impossible and the need
for a caregiver is essential.

Thus, there is a need for a system that monitors a patient’s activities to track the times
when he/she eats and drinks, and warns both him and his caregiver of the crucial moment
at which the patient should drink water, eat, or stop eating in order to avoid dehydration,
malnutrition, or overnutrition.

The existing systems, designed to help people with dementia and Alzheimer’s disease,
consist of person tracking systems, reminders of activities such as taking medication, and
video surveillance systems to track the patient’s activities by the caregiver. As examples,
the following can be mentioned:

• Reminder applications: (a) “Pill Reminder” (iOS) is a reminder application that alerts
the patient that he must take his medication at a fixed time. These alarms are set
by a caregiver and the app allows the patient to log in manually when the pill was
administered. (b) “It’s Done!” (iOS) is a reminder application in which the caregiver
can set a series of activities to be performed in a day and the patient can check them as
satisfied after performing them [7].

• Surveillance systems: the existing surveillance systems allow real-time video stream-
ing to the caregiver, but to be effective, the caregiver needs to constantly monitor the
patient’s activity through them, that is, to watch the video streaming continuously.
“Foscam” surveillance cameras allow this, as well as the possibility of audio communi-
cation between the patient and the caregiver. “Y-cam” cameras allow motion-triggered
surveillance. Other real-time surveillance cameras include Netgear Arlo and Baby
Cam [8].

Currently, there are few artificial intelligence-based solutions available on the market
targeting an active real-time assistance of AD patients for critical aspects like nutrition or
hydration. Most of the applications refer to memory stimulation, to-do lists, and perimeter
surveillance. The following solutions were identified: (a) Constant Therapy, an app for
smartphones and tablets that offers cognitive, language, and speech therapy, designed
to support patients with Alzheimer’s disease and dementia, as well as those recovering
from brain injuries including stroke. (b) Alz Calls, a chatbot designed for patients who
repeatedly ask for their family, struggle with transitions to new environments, or need
social interaction. Family members can record their voice, add a photo that will pop up
for the patient to recognize, and answer frequent questions so that the patient can have
an interactive conversation when the caregiver is not available to talk. (c) AmuseIT is an
app designed to promote conversation. It contains over 1000 simple quiz questions with
a strong visual component. (d) Timeless, an app for Alzheimer’s patients to remember
events, stay connected and engaged with friends and family, as well as to recognize people
through artificial-intelligence-based facial recognition technology. (e) MindMate, an all-in-
one resource for dementia patients. This app was developed based on the latest research
on dementia and helps curtail some of the effects of cognitive decline using brain-engaging
games, nutrition advice, and exercise programs. (f) MemoClock, an app that connects a
caregiver with their friend or relative who has dementia and allows them to send reminders
directly to the other person’s phone. For daily tasks, repeat reminders can be set. (g) It’s
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Done!, an application with 40 daily tasks to help dementia patients remember to-dos. App
users can check off their tasks as they do them and can also create their own task list to
remember unique tasks. (h) Ode, an app that releases three natural aromas of food to
coincide with mealtimes for stimulating patients’ appetite. (i) Human Link, a package
consisting of a watch that has an integrated SIM, a watch that is worn by the person with
Alzheimer’s disease, and an application that is installed on the family’s phones. The watch
also has a phone function, through which stored preferential numbers can be contacted.
It is also possible to establish a perimeter in which the person carries out his activity,
areas called safety zones. If the patient comes out of this perimeter, the family will be
automatically notified.

From the systems and applications designed to help people with Alzheimer’s, there
is currently no application or system that monitors the patient’s activities to prevent
dehydration, malnutrition, or overeating. At the same time, there is no application that
allows caregivers to give up the constant monitoring of the activities of the patients they
care for because there is no system with automatic recognition by artificial intelligence of
the activities designed for them.

The developed surveillance systems, developed for both people with Alzheimer
disease and their caretakers, allows the monitoring and recognition of human activity; the
real-time transmission of the recording; the saving of the moments when the supervised
person eats or drinks in a database; and the notification of the patient and the caregiver
when the patient should eat, drink, or stop eating.

Thus, the person with Alzheimer’s disease can regain his independence by not having
to live in the same house with his caregivers. At the same time, the caregiver enjoys security
in terms of the needs and health of the patient by the fact that it is no longer necessary to
constantly monitor his activity; this will be handled by the surveillance system based on
artificial vision. Moreover, if the caregiver wants to monitor the patient’s activities, he can
do it remotely by simply connecting to the internet from any device that has access to an
internet browser.

This paper includes the study, search, training, and use of models and algorithms
specific to the field of artificial vision to classify images, detect objects in images, and
recognize human activity in video.

The current research contributes to the Healthcare 4.0 paradigm, presented in [9],
a paradigm involving the realization of data-driven and patient-centric health systems
wherein advanced sensors can be deployed to provide personalized assistance. As pre-
sented by the authors, mentally affected patients from diseases like Alzheimer can be
assisted using sophisticated algorithms and enabling technologies. Their research targets
sensory movement data as well as emotion detection. Another study [10] attempts to
develop a platform to support patients who suffer from face perception impairment with
an assistive intelligence device. As the authors mentioned, up to now, the development of
wearable IoT devices has been hindered by the lack of their computational power, but now,
the portable computational capabilities of the proposed system were enhanced so much
that real-time operations are possible. In this context, the current study provides several
major contributions to the overall Healthcare 4.0 environment: (a) it targets a specific
and vital activity (food habits) of Alzheimer patients, an activity that was not covered
extensively by other studies; (b) the proposed algorithms could be deployed in specific
systems not necessarily for Alzheimer disease; and (c) it proves that, indeed, the current
portable hardware is able to run almost real-time artificial intelligence inferences.

2. Materials and Methods

Artificial intelligence has reached its current level of development thanks to the
constant desire of experts in the field to build machines that can accomplish everything a
human being can do.

This field is constantly evolving, already being helpful in people’s daily lives (through
personal assistants on smartphones such as Siri, Alexa, Google Assistant) and even exceed-
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ing human physical capabilities in some situations (exploitation of harmful chemicals and
work in large production plants) [11].

Artificial intelligence and its applicability in everyday activities have especially pro-
gressed in the last decade. The purpose of the development of artificial intelligence is to
create machines that can perceive, understand, interpret, determine, rationalize, recognize,
and react to environmental stimuli, just like a human being [11].

2.1. Modern Artificial Intelligence

The 2012 discoveries (including a neural network built by researcher Geoffrey Hinton
and his team, with which they won an international artificial vision competition) [12] led
to today’s advances in artificial vision, language recognition, and self-driving cars. These
factors have changed the way artificial intelligence is viewed today [11].

The subfields of artificial intelligence include the following:

• Natural language processing (deals with the analysis and understanding of natural
language information in documents);

• Robotics (deals with the design, programming, and manufacture of robots);
• Machine learning (the ability of a machine to learn) and deep learning (sub-domain of

machine learning);
• Expert systems (solve complex problems by analyzing a knowledge base containing

rules and generating a conclusion);
• Speech recognition (deals with speech and voice recognition);
• Process automation (deals with automating robots in combination with artificial intelligence);
• Artificial vision (the ability of machines to see and understand as well as interpret

what they see).

It is often necessary to use several subdomains to build a project based on artificial
intelligence, as they are interconnected.

2.2. Artificial Neural Networks

The method using neural networks was developed according to the biological model
of the human brain. This approach involves mimicking the networks of neurons found in
the brains of humans and animals, being the only form of intelligence we know. Artificial
neural networks can learn from experience. This assumes that, if an artificial neural network
has previously received several examples of images containing food plates, then it can
identify patterns from which to deduce whether an image never seen before resembles
those labeled as food plates [12,13].

Artificial neural networks require high computational power, but also large datasets
from which to learn [12]. Datasets must be as large as possible to provide a real perspective
of the object with which it can be identified in the three-dimensional world in which we
live from any angle and at any distance as captured in the digital image (or video file).

During the previous few years, artificial intelligence (AI) revolutionized the neurology
practice. Currently, AI can interpret electroencephalograms (EEGs) to prognosticate coma,
classify neurodegenerative diseases based on gait and handwriting, diagnose a stroke from
CT/MRI scans, detect seizure well before ictus, detect papilledema and diabetic retinopathy
from retinal scans, and predict the conversion of mild cognitive impairment to Alzheimer’s
dementia. Even clinical practice could possibly change in the near future to accommodate
AI as a complementary tool [14].

As emphasized in [15], the recent growth in open data-sharing initiatives collecting
lifestyle, clinical, and biological data from Alzheimer’s patients has provided a potentially
unlimited amount of information about the disease, far exceeding the human ability to
make sense of it. In this context, AI offers a variety of methods to analyze large and complex
data for improving knowledge in the Alzheimer’s disease field and to provide aid in the de-
velopment of computer-aided diagnosis tools for AD diagnosis and personalized therapies.
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2.3. Datasets

With the advancement of technology, computing power has become sufficient for the
use of artificial neural networks, and datasets have become larger and larger, with many
examples needed to compile the experience from which the program learns. In the case of
image or video datasets, it has been possible to increase the amount of data because of the
fact that most people have a device with which they can take pictures and record videos
(e.g., smartphone, camera, and webcam). The collection of the respective digital data is
possible because of the accessibility to the internet and to the social networks, within which
different photos or videos can be uploaded.

2.4. Deep Learning

Even though computational power and the size of datasets are no longer an impedi-
ment, artificial neural networks required many layers of neurons to be usable in a real-life
application, but they could not be effectively trained as they were added to the network.
This has changed with the advent of deep learning through the discoveries made by re-
searcher Geoffrey Hinton. It is now possible to effectively train the layers of neurons,
making considerable progress for artificial vision, as well as for voice recognition [12].

2.5. Convolutional Neural Networks

Convolutional neural networks are developed for processing images or similar 2D/3D
images and videos. What sets them apart from simple neural networks is that they are
made up of convolutional layers and use pooling layers for image compression. To return
the result, these networks use fully connected layers (all neurons are connected).

Applications of interest in the field of artificial vision:

• Image classification—involves analyzing the entire image and classifying it into a
single category;

• Detection of objects in images—involves identifying and locating one or more objects,
framing them in an image;

• Image segmentation—involves identifying and locating the pixels that make up objects
in an image;

• Video activity recognition—involves analyzing an entire video and classifying it into a
single category;

• Video activity location—involves identifying and locating one or more actions in
a video.

According to a recent study [16], deep learning can be successfully used to diagnose
diseases such as skin lesions, brain disease, and chronic disease. Thus, tear film breakup
time-based dry eye disease detection using a convolutional neural network was performed
in a previous study [17] based on 30 videos collected from a private eye hospital. Fourteen
training videos (70% of the total number of videos available) are converted into 600 frames
to train the convolutional neural network, and six videos are converted into 100 frames
for testing while defining four classes: normal, breakup, blink, or noise. Thus, the au-
thors [17] managed to obtain an accuracy of 83%, 87% sensitivity, 89% specificity, and 90%
correlation coefficient.

Furthermore, other authors [18] proved that the combination of deep learning and
optical coherence tomography (OCT) technologies has allowed reliable detection of retinal
diseases and improved diagnosis. Some researchers [19] consider that advanced deep
learning techniques could successfully replace the established image analysis methods, as
this trend has been observed within other medical fields such as gastrointestinal diseases
and radiology [20,21].

Another study [22] proposes a solution for evaluating the meibomian gland atrophy
by extracting features from meibography images with a special type of unsupervised CNN
before the application of a K-nearest neighbors model to allocate a meiboscore.

Some authors [23] propose a novel hybrid intelligent diagnosis framework deep fused
features-based reliable optimized networks, which fuses the saliency maps and convo-
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lutional layers for better segmentation (reduction of overfitting problem) and feature
extraction that are used to train the ant-lion optimized single feedforward networks; ad-
ditionally, hyperparameters of pretrained networks are tuned by the whale optimization
algorithm to improve the prediction accuracy by sacrificing the complexity. The obtained
results reveal a 98.5% accuracy, 99.0% precision, 98.8% recall, and 99.1% F1-score, outper-
forming the DenseNet, AlexNet, Resnets-50, Resnets-100, VGG-16, and Inception models.
However, other authors [24] designed a controlled CNN classifier for patients with lung
cancer to detect potential adenocarcinoma and squamous cell carcinoma and recorded a
low predictive performance of 71%.

2.6. Image Classification and Transfer Learning

To classify the images, the development of convolutional neural networks was carried
out from scratch, as well as the use of the technique of learning through knowledge transfer
(transfer learning).

A convolutional neural network was modeled and built using the VGG-16 architecture
for image classification and previously trained on the ImageNet dataset.

The choice of this architecture and the binary classification for food identification (food
class) was made after the training of several models using both a network architecture
built from scratch and knowledge transfer on models such as MobileNet, InceptionV3, and
VGG16, as well as different data sets and different classes for identifying images of interest
(those containing food).

2.7. The Dataset

The datasets used to drive the image classification models are Food-101 [25], Furniture
Detector [26], and the IMDB-WIKI dataset [27–29].

As it is desirable to classify images as food or non-food, the datasets mentioned above
include either images of food or food images that are frequently encountered (furniture
and people).

3. Related Works

Alzheimer’s disease has been subject to various studies that employ supervised learn-
ing techniques such as deep neural network (DNN), convolutional neural network (CNN),
and recurrent neural network (RNN) [30,31].

Thus, some authors [32] developed a nonlinear metric learning method to improve
biomarker identification for Alzheimer’s disease and used a deep-network-based feature fu-
sion strategy through a stacked denoising sparse auto-encoder to integrate cross-sectional
and longitudinal features estimated from magnetic resonance brain images. Other au-
thors [33] propose a classification method of Alzheimer’s disease based on structural
modalities using the deep belief network (DBN), which operates in terms of predictive
models. Some studies [34] proposed an Alzheimer’s disease stage detection system, based
on deep features, thus using a pre-trained AlexNet model, transferring the initial layers
from the pre-trained model, and extracting the deep features from the convolutional neural
network (CNN).

The identification and classification of Alzheimer’s disease when limited annotations
are available was performed by some authors [35] using a weakly supervised learning-
based deep learning (DL) framework (ADGNET) consisting of a backbone network with
an attention mechanism and a task network for simultaneous image classification and
image reconstruction.

A recent study [36] proposes the use of DenseCNN2, a deep convolutional network
model for Alzheimer’s disease classification, by incorporating global shape representations
along with hippocampus segmentation.

After performing a holistic approach related to Alzheimer’s disease diagnosis, some
authors [37] revealed that, in terms of classification methods, CNN offers the best perfor-
mance, compared with other deep models, while others [38] revealed that deep learning
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techniques outperform conventional machine learning techniques in Alzheimer’s disease
diagnosis, while deep neural networks outperform the shallow neural network architecture.

Recurrent neural network was used recently [39] in an automatic assessment system
for Alzheimer’s disease based on speech. Moreover, other authors employed a transfer-
learning approach to improve automatic Alzheimer’s disease prediction using a relatively
small, targeted speech dataset without using expert-defined linguistic features [40].

It can be concluded that most of the supervised learning techniques were used to
recognize/detect/predict the early symptoms of Alzheimer’s disease in an efficient manner.

However, we should also aim to upregulate personalized assistance for Alzheimer’s
disease patients by using modern AI techniques based on computer vision. A recent
study [9] proposed a deep-learning-based Internet of Health framework for the assistance of
Alzheimer’s disease patients that includes both an ensemble approach for abnormality track-
ing and an IoT-based assistance mechanism that can inform the patients about an incorrect
decision and uses reinforcing and supportive assistance to support the correct decision.

As previously mentioned, activities such as eating and drinking represent a challenge
for Alzheimer’s disease patients; therefore, a deep-learning-based Internet of Health frame-
work focused on supporting both the patient and caregiver, which could detect food and
drinks and, therefore, monitor human activities related to eating and drinking to correct
the behavior, could be an efficient solution for real-time personalized assistance.

According to some authors [41], the importance and impact of food in people’s life
required the development of new innovative computer vision methods for automatic food
detection and recognition for automatic harvesting; food quality assessment for industry
and food classification; and retrieval for food intake monitoring, namely for patients with
diseases related to this aspect, such as obesity, diabetes, or Alzheimer’s disease.

Thus, some authors [42] used segmentation on food images and then extracted multi-
ple different features from the obtained segments followed by the SOM (Self-Organizing
Feature Map) application to teach the model and assess the quality of meals and, later,
applied artificial neural network (ANN) to improve classification performance.

Some authors [43] developed a monitoring system for assessing food intake using
real-time inputs from a smartphone camera, while calorie count by applying a deep learn-
ing approach using a food images database was tested successfully in another study by
combining two convolutional neural networks (CNNs) for meal detection and food recog-
nition [43].

A recent study [44] aimed to use an AI-based monitoring system for nutrient intake
by hospitalised patients, based on RGB-D image pairs captured before and after the meal,
using multi-task fully convolutional network for image segmentation.

Therefore, it can be concluded that food detection and classification using deep learn-
ing methods can be successfully performed with high accuracy. This can in turn represent
the basis for developing new patient health assistance tools for supporting correct decisions,
useful especially for Alzheimer’s disease patients.

Nevertheless, according to other authors [45], one limitation of applying deep learning
within the Alzheimer’s disease area is that it is difficult to modify potential bias in the
network when the complexity is too great to guarantee transparency and reproducibility.
However, this could be solved through the accumulation of large-scale imaging data and by
studying the relationships between deep learning and features. Moreover, when used for
Alzheimer’s disease detection, according to other studies [46], deep learning can be limited
as finding the best combination of different biomarkers requires a detailed explanation of
the depth model and benchmarking platform.

Moreover, when it comes to deep learning food and drink intake recognition, most
studies rely on experimental work undertaken in extremely constrained environments and
scenarios, a fact that should be considered as the main limitation.

Moreover, according to other studies [17], the moderately sized datasets used for
training because of the lack of public datasets could represent a serious limitation in the
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case of deep learning applications for disease identification and the development of patient
support tools.

4. Results
4.1. Image Classification—Food Versus Non-Food

Developing a deep-learning-based system for assisting people with Alzheimer’s dis-
ease involved the usage of three types of AI models: image classification, object detection,
and human activity recognition.

The image classification analysis was needed for providing an important system
functionality, that is, the ability to discern between food and non-food products. The
assumption of the study was that, by using the current deep learning algorithms, it is
possible to obtain models with very good classification capabilities (above 80%). As
further presented, the developed model reached 96% percent accuracy, high enough to be
considered of good use.

The Jupyter Notebook environment and Python programming language were used
for image classification modeling. The software library dependencies used were NumPy,
used for numerical operations (including mathematical functions for working with lists
and multidimensional matrices); Keras, for modeling the artificial neural network; Glob,
for obtaining file paths from the directory specified (getting the list of paths of all images in
the dataset); Matplotlib, for viewing graphs; and Scikit-learn (also known as sklearn), for
calculating the accuracy of the model on the test subset and creating the confusion matrix.

Each class within the training subset contains 1000 images and each class in the test
subset contains 250 images, i.e., the dataset is divided into 80% data for training and 20%
data for testing—see Figures 1 and 2.
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Considering this method, for a faster model training based on a small dataset to obtain
good accuracy on the test set, the knowledge transfer technique was used to train the model.
Thus, the base model used to train the new model was the VGG16 convolutional neural
network model—see Figure 3. This model was already trained over a period of several
weeks on the ImageNet dataset, achieving 92.7% accuracy on the ImageNet dataset (having
14 million images), ranking in the top 5 models tested on the ImageNet dataset [47].
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Figure 3. Convolutional blocks in VGG16 architecture [48].

As described in Figure 3, the VGG16 architecture consists of five convolutional blocks,
with the first two blocks being composed of two convolutional layers and a max pooling
layer. The next three convolutional blocks consist of three convolutional layers and a max
pooling layer.

In Figure 4, the summary graphs of the training process over 30 epochs are visible;
one can notice how the accuracy of the model on the training and test set increased during
training and the loss decreased during training, resulting in a successful training of the
model, with an accuracy score of 96.8% after training the model.
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To verify the constructed convolutional neural network, ten random images from the
test set and their predictions were inferred.

Figure 5 displays ten randomly selected images along with their correct label, model
prediction, and score. Of the ten images, all were correctly classified, with the predictions
being in line with their actual label.
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We further investigated the model accuracy through a confusion matrix (Figure 6). It
was observed that, based on 500 tested images, the following results were obtained: 241 true-
positive (the model correctly predicted the positive class—the searched one = “food”),
243 true-negative (the model correctly predicted the negative class—not food), 7 false-
positive (model incorrectly predicted the positive class), and 9 false-negative (model incor-
rectly predicted the negative class) [49].
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From the confusion matrix, it is observable that the number of false predictions is
low compared with the total number of predictions made, indicating a high-performance
trained model.

4.2. Detection of Objects in Images

The object detection algorithms provide the system with the capability of not only
classifying food and non-food objects, but also precisely recognizing the name of the food
as well as several other object names, like forks or knives. The assumption is that such a
system could offer fast (real-time) and good prediction capabilities as long as it is trained
on a sufficient amount of data. This research presents a prototype model for this type of
functionality; still, for an end product, the dataset needed for object detection should be
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enriched with lots of images corresponding to every type of food or object that needs to
be identified. As there is such a diversity in food products, hence the need for a highly
extended dataset. Still, with proper hardware equipment (high-end video processors), the
training of the models could be performed quickly.

Detecting objects in images involves recognizing and locating objects within the image.
The objects of interest identified will be framed in a frame drawn on the image on which
the object detection process was performed (Figure 7).

For the detection of objects in the images, a convolutional neural network was trained
by the knowledge transfer technique based on the SSD ResNet50 V1 FPN 640 × 640
(RetinaNet50) architecture. At the same time, a pre-trained faster R-CNN ResNet50 V1 640
× 640 model (with a high-performance score on the Coco2017 dataset) was also tested.

The two pre-trained models can be found, free to use, in the collection of models called
“Tensorflow 2 Detection Model Zoo” [50].

The annotation of an own data set, consisting of images containing objects of interest,
was also carried out. The images were searched and selected manually and then annotated
using the LabelImg tool (Figure 7) [51].
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Figure 7. Annotating images [52].

Object detection in images involves recognizing and locating objects within the image.
The identified objects of interest will be framed in a frame drawn on the image on which
the object detection process was performed (see Figure 8). The label of the object found
will be mentioned above each border, in addition to the probability score of the prediction
made. The model generates the coordinates of the points within which the object of interest
is identified and, based on these coordinates, the corresponding border is drawn over the
original image.
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Following the annotation process, a map of object labels in the dataset was created
(see Figure 9), having as entries in this file all the classes from the dataset on which the
training was performed.
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Figure 9. Map of object class labels.

The ResNet50 V1 FPN 640 × 640 (RetinaNet50) SSD model, used for the detection
of objects in the images, displays the ResNet50 network architecture containing 50 con-
volutional layers (see Figure 10). The size of the supported images on the input layer is
640 × 640 pixels, containing 50 convolutional layers, 1 max pooling layer, and 1 average
pooling layer (for image compression). The last layer is a fully connected layer (where
all neurons are connected), which is represented by the SoftMax function specific to the
classification of the 1000 class categories from the ImageNet dataset on which the model
with this architecture was trained [53].
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Figure 10. ResNet50 architecture [53].

The model gave an accuracy of approximately 74% on the tested images, displaying
errors presented in the last image where an umbrella was classified as a banana with an
accuracy of over 40% (see Figure 11). This error nevertheless occurs because the dataset
on which the model was trained contains only three types of classes (apple, orange, and
banana), and the model tries to classify all objects into one of the categories from antecedent
experience. The existence of another potential class termed “non-fruit” would have helped
the model render a more accurate classification of objects.
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For real-time object detection in the application, the faster R-CNN ResNet50 V1
640 × 640 model was used. This is a model based on the same ResNet50 architecture
(Figure 10), but its algorithm is faster R-CNN. The model was trained on the COCO
2017 dataset, being able to detect up to 90 object classes.

Algorithms like R-CNNs (region-based convolutional neural networks) are recognized
for their performance in object detection accuracy, but the inference process was slow.
Faster R-CNN is a much faster algorithm compared with its predecessors (R-CNN and fast
R-CNN). Indeed, unlike them, it does not use the selective search technique (selective search
consumes a lot of time and computational power). That technique involves extracting
thousands of regions from an image and making predictions by a convolutional neural
network (CNN) on each region. Therefore, it is understandable why the selective search
technique is so computationally expensive [55]. The improvement brought with the faster
R-CNN algorithm is the replacement of the selective search with a region proposal network
(RPN) [56].

This network performs a binary classification (which identifies whether a certain
region contains an object or not) on a series of regions called anchor boxes, which have
different sizes. Following the classification performed by this network, only regions that
have been classified as enclosing objects (Figure 12) are sent to the region of interest (ROI)
pooling layer [57].
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Figure 13 shows object detections made with the pre-trained faster R-CNN ResNet50
V1 640 × 640 model, in real-time provided images, displaying good very good accuracy for
real-life scenarios (above 80%).
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4.3. Recognition of Human Activity in Video

Lastly, one of the studies on AI endeavors aimed to offer a development approach
for allowing the system to be able to recognize important human activities in real time,
like eating, an activity useful in an AD context (for both patients and their companions).
The research assumption was that it is possible to develop such a system with predictive
capabilities above 70%.

Recognition of activity (events) is a branch of computer vision and involves the
recognition of actions or events in a video depending on the context [59]. To recognize
the activity in the video, the model was trained on the dataset “Kinetics 400”, which, as
the name suggests, contains 400 human activities with at least 400 videos each, recorded
in videos on YouTube [60]. Of the 400 activities, only the activities related to eating or
drinking, such as “eating burger” and “drinking”, were considered for the current research.
The problem of classifying human actions in video is complex—it involves the analysis of a
video containing both a spatial component (frames) and a temporal component (the order
of the frames) [61]. The first tested model was based on the ResNet34 network architecture,
which is made up of 34 convolutional layers (Figure 14).
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The convolutional kernel of 2D convolutional networks (used for image processing) is
replaced by a 3D kernel. Researchers have found that, while deep network architectures
used for image classification (such as ResNet) provide high accuracy when trained on very
large datasets (such as ImageNet for images), a large enough video dataset is suitable for
performing video classification [63,64]. This model presented in [63] obtained an accuracy
of 78.4% on the test set of the Kinetics 400 dataset [63]. A comparison was made between 2D
neural networks pretrained on the ImageNet dataset for image classification and 3D neural
networks pretrained on Kinetics 400 for video classification, proving that classification
of human actions in real-time videos can be performed with a very good performance
(see Figure 15).
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Figure 15. Comparison made in the study of the training of the model of classification of human
actions in videos [63].

Figure 16 presents a real-life example where the contextual activity is recognized as
“tasting food”, being correctly interpreted as a general activity “eat”.
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The second model tested for video human activity recognition was developed in [65],
where a new two-stream inflated 3D ConvNet architecture based on the inflation of 2D
convolutional networks is introduced, in which the 2D core of deep networks for image
classification was expanded to a 3D one, making it possible to process the spatial and
temporal component of videos (see Figure 17) [65].
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This model achieved an accuracy of 74.2% on the Kinetics 400 test set [65]. Still, by
comparing the two models of human activity recognition in video, the first model based on
3D spatial-temporal convolutional neural networks recorded both a higher accuracy on the
Kinetics 400 test set and a higher computational speed, being faster than the second model.

4.4. System Architecture

The image classification and the detection of human activity deep learning algorithms
presented above can be successfully embedded into a real-time intelligent system, designed
for assisting people with Alzheimer’s disease (Figure 18).
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Figure 18. System diagram.

Using the architecture presented above as a starting point, we developed an intelligent
mobile/portable system designed specifically to assist persons developing Alzheimer’s
disease symptoms. As presented in Figure 18, the system is comprised of several main
components: (a) the deep learning models exposed through a Python Flask interface, (b) the
video surveillance system interacting with the deep learning models and with the database,
(c) the system database exposed also through REST services, and (d) the web application
for both patients and caretakers.

To create the video surveillance and audio notification device, a different type of
equipment was used (Table 1).
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Table 1. Video surveillance and notification—portable device equipment.

Equipment Characteristics

Raspberry Pi 4

64-bit quad-core processor, dual-display support at resolutions up to
4 K via a pair of micro-HDMI ports, hardware video decode at up to
4 Kp60, up to 8 GB of RAM, dual-band 2.4/5.0 GHz wireless LAN,
Bluetooth 5.0, Gigabit Ethernet, USB 3.0 and PoE capability (via a
separate PoE HAT add-on)

Pi Camera

Raspberry Pi Camera Board V2 features an ultra-high quality
8-megapixel Sony IMX219 image sensor (up from 5 MP on the V1
camera board) and a fixed focus camera lens. The V2 camera module
is capable of 3280 × 2464 pixel static images, and supports 1080 p30,
720 p60, and 640 × 480 p90 video.

Portable speaker wireless portable speaker BT25G/00 with anti-clipping function for
loud, distortion-free sounds and built-in rechargeable battery

External Battery 10,050 mAh external battery, length: 10 cm, width: 7 cm, height: 4 cm,
weight: 250 g

4.5. The Monitoring Application

As presented in Figure 18, to access the platform functionality, a web application
was developed using specific technologies like REST services, Spring Boot, Spring Data
JPA, Apache Maven, Thymeleaf, HTML, MySql, Flask, WebSockets, ImageZMQ, OpenCV,
Google Text to Speech, and OMXPlayer.

When accessing the application, a web page opens where the caretaker can monitor
the Alzheimer’s disease patient in real time. On the “surveillance” page, two video
streams are displayed, the first one having the image processed following the recognition
of human activity, by noting the action of interest performed if it occurs (the patient eats or
drinks), and the probability score of the prediction made by the model for video activity
recognition. The second video stream consists of the same images, but after processing
for the detection of objects in the images and the binary classification of the images (food
or not-food). Surveillance images can be displayed from two perspectives depending on
how the surveillance device is positioned: (a) a fixed position (see Figure 19), which makes
possible to recognize the human activity in the provided video stream or to perform binary
image classification (Figures 20 and 21); (b) mobile positioning, where the device is mobile
and is filmed from the perspective of the monitored person because he/she is wearing it
permanently (Figures 22–24).
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By accessing the “scheduler” page from the main menu, the caregiver can modify the
settings made for the established rules related to the distance between two consecutive
meals and the duration of a single meal, in order to avoid underfeeding or overfeeding the
patient, and how often the patient hydrates to avoid dehydration (Figure 25). Through the
scheduler page, the caregiver has the possibility to modify the following aspects:

• The email address through which he receives notifications related to the patient’s activity;
• The period, in seconds, during which the patient’s activity is scanned. The value can

be between 1 and 120 s;
• The time at which the Alzheimer’s disease patient usually starts his sleep schedule

to avoid sending audio notifications that can wake him up during sleep, such as
notifications that he has not eaten or drunk for a long time;

• The time at which the Alzheimer’s disease patient usually wakes up;
• The minimum number of hours between two consecutive meals that the patient can

have to avoid overeating. The value can be between 1 and 10 h;
• The maximum number of hours between two consecutive meals that the patient can

have to avoid malnutrition. The value can be between 2 and 10 h;
• The period in minutes in which the patient can eat at one meal to avoid overeating.

The value can be between 1 and 60 min;
• The number of minutes between the moments in which the patient drinks hydrating

liquids to avoid dehydration if the set period is exceeded without him drinking
anything. The value can be between 1 and 120 min;

• The number of minutes between the notifications informing him that he has to eat
to avoid malnutrition (the number of minutes between notifications ensures that the
patient has time to prepare his meal from the first notification to the next to avoid
stressing him). The value can be between 1 and 30 min;

• The number of minutes between notifications informing him that he needs to hydrate
to avoid dehydration (the number of minutes between notifications ensures that the
patient has time to prepare his drinking liquids from the first notification to the next
to avoid stressing him). The value can be between 1 and 15 min;

• Modification of the audio message that informs the patient that he must stop eating
to avoid overeating. This is preset with the value “You should stop eating”, but the
caretaker can customize the message in a suggestive way for the person for whom
they care;

• Modification of the message received at the email address for the caregiver that informs
him that the patient must stop eating to avoid overfeeding. This is preset with the
value “The patient is eating too often”, but it can be personalized in a suggestive way
according to the caregiver’s preferences;

• Modification of the message received at the email address for the caregiver that informs
him that the patient forgot to eat to avoid sublimation. This is preset with the value
“The patient forgot to eat”, but it can be personalized in a suggestive way according to
the caregiver’s preferences;

• Modification of the message received at the email address for the caregiver notifying
him that the patient forgot to drink hydrating liquids to avoid dehydration. This is
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preset with the value “The patient forgot to drink”, but it can be personalized in a
suggestive way according to the caregiver’s preferences;

• The number of hours after which data related to videos and notifications saved in the
database are deleted from the time of recording, with the value being between 6 and
72 h.
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The detections page is accessed from the main menu and includes the recordings of
moments of interest (when the person eats or drinks) together with the time they were
recorded, the action identified by the human activity recognition model, and the score of
the prediction made. Up to five videos are displayed on each page (with pagination) in a
table as shown in Figure 26.
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The application can be accessed from any device with access to an Internet browser
because it is scalable and responsive depending on the device on which it is displayed, as
shown in Figures 27–29, where three frames from the surveillance page are displayed.
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Figure 30 shows the types of notifications the caregiver can receive, for which the
subject is set in the database and cannot be changed by the caregiver.
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The person with Alzheimer’s disease who is monitored through this system will
receive audio notifications from the monitoring device, which has an audio speaker (speaker
and headphones) connected. The notifications received remind them of when they should
eat and hydrate to ensure a healthy nutritional style:

1. Forgot to eat notification—This type of notification is received when the person with
Alzheimer’s disease is not sleeping and has not eaten for longer than the maximum
number of hours between meals by default or set by the caregiver in the application.
The notification is of the form “You should eat” by default, but can take any personal-
ized but suggestive form provided by the caregiver. The notification is repeated if the
patient continues not to eat after several minutes set in the web application between
reminder notifications to eat.

2. Forgotten hydration notification—This type of notification is received when the person
with Alzheimer’s disease is not sleeping and has not had a drink for longer than the
default number of minutes between meals or set by the caregiver in the app. The
notification is of the form “You should drink” by default, but can take any personalized
but suggestive form provided by the caregiver. The notification is repeated if the
patient continues not to drink after several minutes set in the web application between
drinking reminder notifications.

3. The notification that he forgot that he ate a while ago or that he forgot that he ate
for too long—This type of notification is received even when the person is in the
sleep schedule (the interval set by the caregiver in the web application), because if
it is identified that they eat too often or too much, then there is no risk of waking
the person from sleep. The notification is sent if the person is recorded as eating the
current meal in a shorter time than the set minimum number of hours between two
consecutive meals, so they are eating too often or having too many meals per day.
At the same time, this notification also appears if the time spent eating at one meal
exceeds the number of normal minutes for eating. This indicates that the person is
eating too much, and the notification appears repeatedly with an interval equivalent
to the number of seconds between checks on the database set by the caregiver in the
app. The message received in this case is “You should stop eating” by default or any
other suggestive message set by the caregiver in the web application.

5. Discussion and Conclusions

Neural network training is a lengthy process, no matter the purpose of the network—image
classification, object detection, or activity analysis. Depending on the machine hardware,
it can take up to several days. After training the networks, the resulting model can be
deployed with very fast response times (two seconds).

After performing the checks on the performance score, the confusion matrix, the
viewing of the misclassified images, and the prediction on an image that is not found
in the dataset, certain aspects can be concluded. The binary classification model whose
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architecture is based on the architecture of the VGG16 model and that has knowledge
transfer from the same model is one with high accuracy and low error rate—aspects that
make it a model suitable for use in real life.

Object detection in images is a method of great interest for the requirements of the
times in terms of artificial vision, being a complex problem. Using transfer learning
methodology and high-performance deep learning networks, it can be concluded that the
models for object detection have a high performance, with the objects being detected in
almost real time. Recognition of human activity in a video is a complex issue in the field of
artificial vision. This involves both image processing and the time component of a video
(image order). These models require a high computational power for training, but also for
testing if a near-real-time response speed is desired. The technological platform, based on
deep learning AI models, implemented in this paper aims to help people with Alzheimer’s
disease regain their independence, but also their caregivers by easing their duties. Thus,
the system allows video surveillance of the Alzheimer’s disease patient and, by means
of artificial intelligence, the moments in which the supervised person is fed or hydrated
are identified.

The system is designed to prevent malnutrition, overeating, or dehydration of a person
with Alzheimer’s disease by notifying them with an audible message and reminding them
of the actions they need to take for a healthy lifestyle. The need to develop such a system is
closely linked to the fact that the number of people with Alzheimer’s disease is constantly
growing and there is currently no surveillance system that recognizes their actions and
helps them live independently. The application is distinguished by the new concept it
introduces, that is, the recognition of human activity to help people with Alzheimer’s
or dementia and their caregivers. The system is designed to recognize the activity from
several perspectives; that is, the one in which the surveillance device is in a fixed position
and the one in which the device is mobile and is carried by the patient. Such a system
can be improved by creating a large enough dataset specific to the actions of interest for
training the models. A noteworthy future implementation (and currently a limitation) is the
lack of a proper identification mechanism like biometric identification, such as fingerprint,
face, voice, or iris (therefore, avoiding the imminent risk of the patient forgetting his
authentication credentials). The main purpose of connecting the patient to the application
will be to remember the moment when he/she last ate or drank, through a video recording
that, for the time being, can only be accessed by the caregiver. It is also desired to introduce
a doctor role in the application that can medically manage the patient’s health. The
introduction of statistics of recorded activities will be very helpful to the doctor for the
eventual establishment of a diet according to the patient’s habits. Thus, the system should
allow the possibility of introducing a pre-established diet by identifying the foods they eat
(from the results of object detection and image classification algorithms).

As a technical limitation, the weight of the portable device, mainly induced by the
battery weight (approximately 250 g), and its size (10 cm in length, 7 cm width, and 4 cm
height) are also to be mentioned.

Regarding future enhancements, the weight and dimensions of the portable assistant
device should be lowered through the use of smaller batteries and development boards
(for example, Raspberry Pi Zero). In addition, the device could be prototyped for use with
modern smartphones’ cameras and processing power. Simple sensors can be added to
the overall architecture for detecting when different doors are opened and the software
application, besides warning/attention messages, could stream video content to the user in
the eating/drinking moments.
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