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ABSTRACT In recent years, with the rapid development of artificial intelligence, machine vision technology
has been widely used in various fields. Traditional cancer detection methods are time-consuming, labor-
intensive, and highly dependent on the experience of pathologists; therefore, these methods cannot meet the
needs of modern medical treatment. Machine vision overcomes the disadvantages of traditional detection
methods in cancer detection and can help pathologists improve the detection accuracy. According to the
requirements ofmedical detection, this review summarizes the applications ofmachine vision in the detection
of cancer cells in histopathological images and analyzes the advantages and disadvantages of existing
methods in image preprocessing, segmentation, feature extraction and recognition. Finally, research on the
detection methods of histopathological cancer cells is reviewed and prospected, and future development
trends are predicted to provide guidance for follow-up research.

INDEX TERMS Machine vision, histopathological images, cancer cell detection, preprocessing, image
segmentation, feature extraction, classification.

I. INTRODUCTION
At present, the rapid increase of cancer has become one
of the main causes of death worldwide [1]. According to
cancer statistics, in 2018, there were 18.1 million new con-
firmed cancer cases and 9.6 million cancer deaths. Lung
cancer, female breast cancer, prostate cancer and colorectal
cancer are the most common cancer diagnoses. The highest
death rates were lung cancer, colorectal cancer, gastric cancer
and liver cancer [2]. In 2020, breast cancer has replaced
lung cancer as the most diagnosed cancer in the world; and
breast cancer, lung cancer, liver cancer, gastric cancer, and
colon cancer have become the five major causes of cancer
deaths [3]. Cancer has become one of the causes of death
that cannot be ignored worldwide, regardless of the level
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of human development. Figure 1 shows the forecast of the
number of new cancers and deaths between 2020 and 2040.
If cancer patients can be found early, the cure rate can reach
80%, which is the authoritative conclusion of the World
Health Organization [4]. Generally, cancer is a disease caused
by cell mutations. Cancer is detected based on cells, so the
detection of cells is particularly important [5], [6].

The purpose of cell detection is to determine whether
there are specific types of cells in a input image and to
identify and locate them [7]. In cell detection, the study
of histopathological images is considered the gold standard
for cancer diagnosis and grading [8]. One of the greatest
advantages of histopathological images is their magnifica-
tion, which will greatly affect the analysis of tissue images.
The higher the magnification is, the better details can be
visualized. Figure 2 shows the continuous magnification of
prostate histopathological samples, and more cell details can
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FIGURE 1. Estimation of new and death cases of all cancer types
worldwide between 2020 and 2040.

FIGURE 2. Enlarged stained image of prostate tissue.

be seen from left to right [9]. Hematoxylin and Eosin (H&E)
staining is the most commonly used light microscope staining
method in histopathological laboratories [10]. In traditional
histopathological testing, the pathologist uses his eyes to
directly observe whether there are cancer cells in a tissue
sample. The traditional method is time-consuming and labor-
intensive. In addition, traditional detection methods are sub-
jective and lack quantitative feature parameters as a reference,
resulting in different recognition accuracies. Researchers in
the field of image analysis and pathology have recognized
the importance of the quantitative analysis of pathological
images. Therefore, efficient, stable and accurate quantitative
analysis, detection and identification of cell images have
becom e the focus of research work [11], [12]. In recent years,
detectionmethods based onmachine vision have largely over-
come the shortcomings of traditional pathological detection
methods.

Machine vision is a method of extracting useful infor-
mation from images of real objects through optical compo-
nents, visual sensors and digital technology. In simple terms,
machine vision uses machines instead of human eyes for

measurement and judgment [13]. Figure 3 shows a machine
vision detection system, which mainly includes image acqui-
sition, image preprocessing, image segmentation, feature
extraction and classification and recognition modules [11].
Image acquisition is the process of obtaining digital images
through optical system mapping and then obtaining human
observable data through the subsequent processing of the col-
lected images by a computer. The image preprocessing mod-
ule mainly includes image denoising, image enhancement,
color normalization and other steps. In image preprocessing,
due to the influence of the field environment, CCD image
photoelectric conversion, transmission circuit and electronic
components, images will contain noise, which reduces the
quality of images and has adverse effects on image processing
and analysis [14]. In addition, factors such as chemical sub-
stances and environmental conditions cause changes in the
staining information of pathological images, causing unnec-
essary problems [15]. After preprocessing, images become
clearer, which enhances the recognition effect of images and
is conducive to further target segmentation. The purpose
of image segmentation is to extract the region of interest
from an image. Commonly used methods are the threshold
method, active contour method, clusteringmethod, watershed
method and neural network method. The main difference
in cell structure between normal cells and abnormal cells
is as follows. Normal cells have precise shapes and sizes,
and abnormal cells do not have any precise boundaries like
normal cells [16]. Therefore, histopathological image seg-
mentation mainly segments the contours of the cell body,
nucleus and cytoplasm. Image feature extraction extracts
expressions that can describe the characteristics of a target
from an image and map the high-dimensional feature space to
the low-dimensional feature space, which is conducive to sub-
sequent image recognition [17]. The commonly usedmethods
of histopathological image feature extraction include texture
features, shape features, color features and others. Due to
the differences in tissue structures and cell shapes, texture
features and shape features are themost widely usedmethods.
In the feature extraction process, a single feature cannot
achieve a good recognition effect. Many researchers use the
method of combining multiple features for feature extraction
to achieve better recognition results. As the last step of image
recognition, classification is very important. The accuracy
and stability of classification depends not only on the per-
formance of the classifier itself but also on the selection of
appropriate feature extraction methods [18].

Machine vision is a rapidly growing field that provides
advantages such as remote diagnosis and image analysis
to improve the efficiency of decision-making processes.
The application of cancer cell detection methods based on
machine vision in disease prediction and risk assessment is
increasing, and it has become a research hotspot [19], [20].
There are many studies on machine vision in cancer cell
detection [21]–[23], which promote the development of
subsequent cancer cell detection. The mitotic activity of
cancer cells is one of the most decisive signs of cancer

46754 VOLUME 10, 2022



W. He et al.: Progress of Machine Vision in Detection of Cancer Cells in Histopathology

FIGURE 3. Machine vision detection system for the detection of cancer cells in histopathology.

development [24]. Many studies have detected pathological
images of mitosis [25], [26]. There are several notewor-
thy challenges in the detection and localization of cancer
cells: (1) Huge changes in cell shape. (2) Histopathological
images may contain very complex cellular structures in a
disordered manner that make the detection of cancer cells
difficult. (3) Cell images have high variability, such as over-
lapping cells, dust, impurities, and uneven lighting. Hence,
reliably segmenting nuclear images is still a challenging
task [27].

Histopathological image detection based on machine
vision has the advantages of high work efficiency and low
work intensity. Therefore, this study conducted a compre-
hensive review of the machine vision methods used to detect
histopathological images. Image detection is divided into
the following processes: image preprocessing, image seg-
mentation, image feature extraction and image recognition.
These analysis processes are usually applicable to all imaging
modes. The first section of this paper introduces the appli-
cation and progress of machine vision in cell detection. In
2 section, the histopathological image preprocessing, color
normalization and image enhancement steps are summarized,
analyzed and discussed. In 3 section, we discussed the latest
progress in histopathological image segmentation and ana-
lyzed the advantages and disadvantages of various segmen-
tation methods. The fourth section specifically discusses the
main methods of histopathological image feature extraction.
In 5 section, we summarize the advantages and disadvan-
tages of the classifiers and their applications in cancer cell
detection. In Section 6, the problems of cancer cell detection
algorithm in histopathological images are discussed. Finally,
some potential problems and future development directions

of machine vision in histopathological image detection are
proposed.

II. IMAGE PREPROCESSING
During the image acquisition process, due to the interference
generated by an image itself or introduced from the outside,
the useful information in the image will be overwhelmed
or lost in the subsequent processing, thereby affecting the
subsequent processing. Therefore, image preprocessing is a
necessary process that can improve the image quality, high-
light and strengthen the part of interest, and suppress useless
information. Histopathological image preprocessing mainly
includes image enhancement and color normalization.

A. IMAGE ENHANCEMENT
Image enhancement enhances the overall or local features
of an image, and its purpose is to improve image quality
problems caused by objective factors such as light illumi-
nation, signal transmission, and the collection environment.
Image enhancement algorithms include grayscale transfor-
mation, histogram equalization and filtering algorithms.Most
filtering algorithms are processed in the spatial and fre-
quency domains. Interventionary studies involving animals or
humans, and other studies that require ethical approval, must
list the authority that provided approval and the correspond-
ing ethical approval code.

Mouelhi et al. [28] used gray histogram equalization
to enhanced the contrast and eliminated the background
of breast tissue image. Aswathy et al. [16] adopted a
contrast-limited adaptive histogram equalization method,
which improved the contrast of the input image by chang-
ing the hue saturation value of the breast tissue image.
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TABLE 1. Histopathological image enhancement.

Logombal et al. [4] used median filter to remove the noise
generated in the process of breast tissue image dyeing, and
preserved the edge while removing the noise. Kleczek and
Kowal et al. [10], [29] applied Gaussian filter to smooth the
input RGB image slightly, which could reduce the influence
of CCD noise. Öztürk et al. [30] aimed at the problems of low
contrast, uneven color and noise in histopathological images,
converted the image from RGB color space to HSV color
space, and used Wiener filter to remove noise from the verti-
cal component to increase the clarity of cells. Sertel et al. [31]
adopted anisotropic diffusion to smooth relatively uneven
regions while preserving important edge information.

In addition, Kamel et al. [32] proposed matched fil-
ters to flatten the background of regional follicles (inside
the follicular area). Compared with the traditional Gaus-
sian flat filter and anisotropic diffusion, the novelty of the
matched filter lied in its ability to smooth noise and pre-
serve image contours. Vahadane et al. [33] used Gaussian
smoothing to remove high-frequency noise, and further used
morphological filtering (open operation) for image enhance-
ment. It enhances the segmentation and poor dyeing of
different nuclei, and further smooths high-intensity back-
ground and low-intensity foreground, while retaining struc-
ture and edge information. Wang and Gurcan et al. [27], [34]
adopted a top-down hat transformation to enhance the con-
trast between the nucleus and other areas, as shown in
Fig. 4. Mohammed et al. [35] applied morphological meth-
ods to remove the noise generated by the lymphocyte image
threshold and Canny edge detection step. Dundar et al. [36]
adopted dynamic threshold segmentation to eliminate blue-
purple pixels with low brightness in histopathological images.

In summary, the above filtering methods are briefly sum-
marized in Table 1. The spatial filtering algorithm is relatively
simple, the running time period is shorter, and the sharpening
effect is obvious. The frequency domain filtering algorithm
is complex, the calculation is slow, there is a ringing effect,
and the image effect is displayed relatively smoothly. Spatial
filtering is also divided into linear filtering and nonlinear
filtering. Linear filtering (Gaussian filtering,Wiener filtering,

FIGURE 4. Morphological enhancement of histopathological images.

and matched filtering) not only eliminates the mutation infor-
mation in an image but also reduces the edge definition of the
image. Nonlinear filtering (median filtering and anisotropic
diffusion) can highlight more details, but it will take more
time.

B. COLOR NORMALIZATION
During the preparation of tissue sections, the appearance
of histological staining usually has great variability, which
is affected by the ratio of the staining agent, staining plat
form and imaging platform. There is a great difference in
color, which greatly affects the image processing accuracy
and quantitative analysis ability. Color normalization is a nec-
essary step to remove unwanted color changes in histopatho-
logical images [37], which can reduce staining variability and
increase the stability of image processing.

Reinhard et al. [38] proposed the histogram normaliza-
tion method to remove undesirable color bias in the image,
such as converting a daylight image into a night scene.
Furthermore, Sertel et al. [31] adopted histogram normaliza-
tion method to normalize the color of neuroblastoma patho-
logical images, and balance the color distribution of slides
under different staining conditions. Rabinovich et al. [39]
proposed a non-negative matrix factorization (NMF) method
that can decompose tissue samples stained with multiple
tissue dyes. Macenko et al. [40] applied a singular value
decomposition (SVD) method, which improves the quanti-
tative analysis ability of tissue images. However, the results
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FIGURE 5. Flow chart of structure-preserving color normalization.

were sometimes inconsistent when there were three or more
colorants. Khan et al. [41] proposed a specific color decon-
volution (SCD) method, which reduced image artifacts and
improved the stability of tissue image analysis algorithms.
Vahadane et al. [37] adopted a new structure-preserving color
standardization (SPCN) method, as shown in Fig.5. This
method not only accurately separated the source image from
the target image, but also improved the low-quality tissue
Learn the contrast of the image. Zheng et al. [42] applied
a new adaptive color deconvolution (ACD) method. This
method qualitatively evaluated 500 WSIs, with a normaliza-
tion failure rate of 0.4%, effectively avoiding structure and
color artifacts. It had a good effect under the appearance of
various colors. Salvi et al. [43] proposed a stain color adaptive
normalization (SCAN) method for dyeing color, which could
improve the contrast between the tissue and the background
without changing the cavity and background color, while
preserving the local area.

In summary, the above several color normalization meth-
ods are quantitatively compared by evaluating the relative
square error (rSE) of a normalized image (global), the nucleus
and the matrix (global rSE, nuclear rSE, and matrix rSE).
As shown in Fig. 6, the rSE of the stain color adaptive nor-
malization method is lower than those of the other methods,
and this method achieves excellent performance in the color
normalization process; however, the histogram normalization
performance is relatively poor.

C. SUMMARY
Histopathological images are more complex than other
images, so the images will also be contrast enhanced while
removing noise. Histopathological images rarely use a sin-
gle denoising or contrast enhancement process. In addition,
there are researchers who use threshold segmentation to
denoise and obtain good results. In recent years, due to

FIGURE 6. Quantitative comparison between seven advanced methods.
(rSEglobal represents the relative square error of the entire image, while
rSEnuclei and rSEstroma represent the errors of the nucleus and matrix,
respectively).

the flexibility of morphological filtering operation meth-
ods, they have been widely used in pathological image
enhancement.

Table 2 summarizes the abovementioned color normaliza-
tion methods. Color normalization is a key part of patho-
logical image preprocessing, and the estimation of dye
density maps and color appearance is the core of many
color standardization techniques. Although color normal-
ization can reduce color difference changes due to stain-
ing and other reasons, during the color normalization pro-
cess, the tissue structure of an original image may undergo
some changes, which affects subsequent image detec-
tion. The influence of color normalization on the down-
stream tasks (segmentation, feature extraction, and clas-
sification) of pathological image detection is also worth
exploring.
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TABLE 2. Color normalization method of histopathological images.

FIGURE 7. Effectiveness diagram of histopathological image threshold
segmentation method [44].

III. IMAGE SEGMENTATION
Image segmentation divides an image into a number of non-
interfering areas with different characteristics, extracts the
target of interest, and then accurately analyzes the target
information. The regions of interest segmented by patholog-
ical images include cell bodies, cell nuclei and cytoplasmic
contours. Currently, the commonly used segmentation meth-
ods of histopathological images include threshold segmen-
tation, ACM segmentation, cluster segmentation, watershed
segmentation and neural network.

A. THRESHOLD SEGMENTATION
Threshold segmentation is a method that sets a threshold to
separate the target object from the background area according
to the difference in the gray value of each position of the
image, as shown in Fig. 7. Because threshold segmentation is
simple and efficient, it is widely used in image segmentation.
At present, the more commonly used methods of histopatho-
logical cancer cell segmentation include the global threshold
method, adaptive threshold method, local threshold method
and others.

Lu and Mandal [26] proposed an effective local thresh-
old method to obtain the complete nuclear area, the main
components in the local circular area were preserved.
Mouelhi et al. [28] extracted all stained nuclei regions and
segment overlapping nuclei based on adaptive local thresh-
olds and enhancedmorphological methods. Gurcan et al. [34]
used a combination of morphology and hysteresis threshold
to segment cell nuclei, with an average segmentation accu-
racy of about 90.24%, but some faintly visible cell nuclei
could not be detected. Filipczuk et al. [45] proposed adap-
tive threshold segmentation to separate the target from the
background, and the result of the separation was a relatively
good isolated object. However, this method is difficult to
distinguish cells with similar brightness. In addition, the most
popular method of global threshold is the Otsu threshold.
Vahadane et al. [33] applied the Otsu threshold method to
avoid artifacts and to improve its segmentation performance
for histological images. Kowal et al. [29] compared the otsuzu
threshold and the adaptive threshold, as shown in Fig.8, the
Otsu thresholdmethod cannot be used to detect the fine bright
boundaries between cluster nuclei, and this method often
produced very large pseudo nuclei composed of several actual
nuclei.

FIGURE 8. Comparison of threshold segmentation methods [29]. (a)Otsu
threshold segmentation method. (b) Adaptive threshold segmentation
method.

In summary, threshold segmentation is suitable for the
case where there is a strong contrast between the gray level
of the target and the background. When the staining of
histopathological images is uneven, methods are prone to
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oversegmentation and undersegmentation. Therefore, many
researchers combine threshold segmentation with other seg-
mentation methods for pathological image segmentation to
avoid oversegmentation and undersegmentation problems.

B. ACTIVE CONTOUR MODEL (ACM) SEGMENTATION
The ACM is an object definition framework used to find
object boundaries. The ACM finds the region of interest
by defining a smooth curve around an image. The model
includes GVF, the snake model, geodesic contour model and
others.

Malek et al. [46] used gradient vector flow (GVF) snake
method to segment breast cancer cytological images, and the
accuracy of shape description obtained by this method in
grayscale images was better than that obtained by traditional
Snake method. Yang et al. [47] adopted the color ACM to
divide the extracellular boundary, which had high computa-
tional efficiency. Geodesic active contour is a very popular
image segmentation tool, but it is often very sensitive to
model initialization. When a color image is converted to a
grayscale image, broken edges and weak borders are prone
to appear. To solve this problem, Xu et al. [48] proposed
an ACM based on color gradient to quickly and accurately
segment multiple targets on a super large image, which had
a more obvious boundary than the traditional gray gradient-
based function.

In summary, the ACM has the advantages of simple cal-
culation and the ability to handle topological changes in
a curve during the deformation process. However, it lacks
robustness in handling acute angles, topological changes and
initialization problems. The special advantage of the GVF
model is that it is not sensitive to initialization and can move
into the boundary pits. The traditional ACM is based on a gray
edge gradient, which easily leads to edge fractures and weak
boundaries. The color gradient ACM can find the correct
edges of cells in a larger range and overcome the problems
of edge fractures and weak edges.

C. CLUSTERING SEGMENTATION
Clustering segmentation segments the pixels in the image
space into different classes or clusters according to a cer-
tain standard and then obtains the segmentation results for
an original image. Commonly used clustering algorithms
are the K-means clustering algorithm, mean shift clustering
algorithm and fuzzy c-means (FCM) clustering algorithm.
Clustering algorithms are widely used in histopathological
segmentation.

Dimitropoulos et al. [49] adopted the K-means method
to separate the nucleus from the cytoplasm, but the algo-
rithm relied on prior knowledge of the number of clus-
ters. Sertel et al. [50] proposed the mean shift algorithm,
which does not require prior knowledge of the number
of clusters and does not define the shape of the clusters.
Filipczuk et al. [51] proposed an improved method of seg-
mentation based on FCM, which could solve the problem
of poor representation of nuclei. Even if there are only a

few nuclei in the picture, the correct segmentation can be
achieved. Aswathy et al. [16] compared three segmentation
algorithms: FCM algorithm, K-means clustering algorithm
and active contour model, and analyzed their performance
to determine effective metrics for breast cancer detection
applications. As shown in Fig.9, the K-means clustering algo-
rithm performed better than other methods in segmenting cell
nuclei.

FIGURE 9. Performance comparison of various clustering segmentation
algorithms.

In summary, K-means clustering is the most popular clus-
tering algorithm. The algorithm is fast and simple, but the
number of clusters needs to be specified, and the selection of
K is usually not easy to determine. Compared with K-means
clustering, the mean shift method does not need to select
the number of clusters, which is a huge advantage. How-
ever, the disadvantage of the mean shift method is that the
selection of the window size is very important. Compared
with K-means hard clustering, FCM provides more flexible
clustering results.

D. WATERSHED SEGMENTATION
The watershed segmentation algorithm is a method of con-
necting the points with similar gray levels around the pixels
in the image space into an end-to-end contour.Watershed seg-
mentation is a simple and computationally efficient segmen-
tation technique, and it is a good choice for multiobjective
segmentation (such as nuclei in histological images).

Dundar et al. [36] adopted watershed segmentation algo-
rithm to separate cell regions of breast cancer histopatho-
logical images to identify single cells. Aymen et al. [28]
separated clustered or overlapping cores using an advanced
segmentationmethod based on watershed algorithm. Because
the watershed algorithm is prone to over-segmentation in
segmenting histopathological images. Mohammed et al. [35]
proposed a method combining watershed algorithm and Otsu
optimal threshold. This method reduced the over segmen-
tation and under segmentation problems by inhibiting the
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FIGURE 10. Watershed segmentation method [54]. (a) Original image. (b) Classic watershed segmentation method.
(c) Shape marking method. (d) Segmentation method based on H-minima transform. (e) Contour adjustment using
parameterized method.

local minimum of 1%, and obtained the highest accuracy of
99.92% through the segmentation of lymphocyte nuclei. But
it is necessary to use a controllable watershed marker to pre-
vent the loss of lymphocytes. In addition, Schmitt et al. [52]
found that the iterative voting method based on grayscale
was more effective than the watershed method in cell clus-
tering separation. Cheng et al. [53] proposed a method for
separating aggregated nuclei from fluorescence microscope
cell images, which used shape markers and labeling functions
in the watershed algorithm, and improved the segmenta-
tion accuracy by 6%-7% compared with previous methods.
Jung et al. [54] proposed a watershed segmentation method
based on H-minima transform. This method obtains better
results by segmenting the cervical and breast cell images.
Figure 10 demonstrated the segmentation results of various
watershed methods. The H-Minima transform method was
obviously superior to the classical watershed method and
the shape labeling method. The H-minima transform method
could effectively solve the sawtooth problem after contour
adjustment by parameterization method.

In summary, the watershed algorithm is a very effective
image segmentation algorithm. The watershed algorithm has
a good effect on fuzzy edge segmentation and can obtain
complete and continuous edge contours. However, it is very
sensitive to some interferences (noise and subtle gray dif-
ferences) in images, and it easily produces oversegmenta-
tion under these interferences. Researchers have proposed
two methods to remove the oversegmentation phenomenon.
(1) Unnecessary edge information is removed by observa-
tional processing. (2) The improved gradient function allows
the watershed algorithm to segment only the desired targets.

E. NEURAL NETWORK
With the development of deep learning technology, neural
network methods have been applied to pathological image
segmentation. Wang et al. [55] applied convolutional neural
networks (CNNs) to detect mitosis in breast histopatholog-
ical images. This technology requires very little computing
resources to quickly obtain accurate results and can use

a multilayer CNN model to further improve the accuracy.
Öztürk et al. [56] used a DCNN to semantically segment
various cell types in histopathological images. Experiments
showed that the training error of this method is 9.2%.
Cui et al. [57] adopted a FCNN to segment cell nuclei and
their boundaries. Thismethod can be applied to other biomed-
ical image segmentation tasks with certain generalizabil-
ity. Chen et al. [58] proposed a novel deep contour-aware
network learning framework. This method achieved more
accurate detection and segmentation. Alom et al. [59] used
R2U-Net to segment cell nuclei in public data sets. Exper-
iments showed that the method had accurate segmenta-
tion and good robustness, and the segmentation accuracy
reached 92.15%. Later, researchers combined the Unet net-
work with other methods and proposed some new methods.
Salvi et al. [60] introduced a gland segmentation method for
prostate histopathological images mixed with deep networks
(CNN, ResNet34, Unet) and traditional techniques. This
method obtained a dice score of 90.16%. Kang et al. [61]
proposed a nuclear segmentation method based on the
Unets network and Deep Layer Aggregation. Experimental
results showed that this method had good generalizability.
Kucharski et al. [62] investigated a melanocyte segmentation
method based on a convolutional autoencoder, which realized
the feasibility of segmenting a small ground truth database
with a segmentation sensitivity of 0.76 and a specificity
of 0.94.

F. SUMMARY
Table 3 shows the comparison of the comprehensive
performance of histopathological cancer cell segmentation
algorithms. In recent years, a large number of image segmen-
tation methods have appeared, but the segmentation accu-
racy of these methods is unsatisfactory and needs to be
improved. Threshold segmentation is the most widely used
image segmentation algorithm, and the key of this method
is the selection of the threshold. If some optimal solution
algorithms are applied to the selection of the threshold, it is
possible to greatly improve the segmentation accuracy. When
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TABLE 3. Histopathological image segmentation methods.

the segmentation algorithm is applied to practical production,
there are still great difficulties in accuracy, real time and
operability. In the future, research on high real-time segmen-
tation algorithms will be the focus of efforts. To date, there
is no general image segmentation method, which is still the
direction of future research work.

With the rapid development of deep learning, many
researchers have used neural network algorithms to segment
histopathological images. Compared with traditional image
segmentation methods (threshold segmentation, Active con-
tour model segmentation, Watershed segmentation, etc.), the
neural network segmentation method is faster and more
accurate and is also suitable for complex histopathological
images. Due to the large amount of computation and high
time consumption of deep learning algorithms, their effects
need to be further verified.

IV. IMAGE FEATURE EXTRACTION
Feature extraction is a method to reduce the dimensionality of
image information. Feature extraction can also be understood

as transforming useful data symbols or information in images
into nonimage representations or descriptions, such as val-
ues, vectors and, so that a computer can understand the
images. Since an image is usually large, the feature subset
that needs to be calculated is small, and feature extraction
reduces the computational complexity of the classification
algorithm [12]. At present, pathological image feature extrac-
tion mainly includes shape features, color features, texture
features and others.

A. SHAPE FEATURES
Shape features are the most direct way of expressing
information about the appearance of an image. Shape
features are unrelated to the pixels of images, so they
are not sensitive to changes in the grayscale and bright-
ness of images. Shape features include contour features
and regional features. The common shape features of
histopathological images are regional features, which mainly
include geometric features, moment features and topological
features.
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Petushi et al. [63] regarded the average distance between
the nearest nuclear centroids in a high-density region as a
possible classification feature. Elsalamony et al. [64] adopted
geometric features such as the area, convex area, perime-
ter, eccentricity, solidity, and ratio as input variables for
classification. Lu et al. [65] proposed a method combin-
ing regional ellipticity and local pattern features to dis-
tinguish melanocytes and candidate nuclear regions, which
provided robust parameters for identifying melanocytes.
The experimental results on skin histopathological images
showed that the sensitivity of this method exceeded 80%.
In addition, there are many feature combination methods.
Tashk et al. [66] proposed an automatic mitotic detection
algorithm based on the combination of texture features and
stiffness matrix features, which contributed to obtainingmore
reliable classification.

In histopathological images, because the arrangement and
shape of cancer cells and normal cells change greatly, the
topological features are not affected by the geometric dis-
tortion of the image, and they are a global feature that does
not depend on distance changes [67]. Therefore, researchers
use graphic technology to describe topological features with
the help of changes in cell structure. As shown in Fig.11(a),
voronoi tessellation was based on the distance to the points in
a specific subset of the plane, and the image was divided into
different planes and regions. As shown in Fig.11(b), delaunay
triangulation was obtained by connecting point pairs on the
plane, so that the triangle formed by connecting three non
collinear points with an edge, that is to say, it was surrounded
in an outer circle, in which there were no other points.
In Fig.11(c), the minimum spanning tree was a connected
tree of undirected graphs, which connects all vertices with
the edge with the smallest weight.

FIGURE 11. Spatial arrangement features of samples extracted from
histopathological images [12]. (a) Voronoi mosaic. (b) Delaunay
triangulation. (c) Minimum spanning tree.

In summary, the accuracy of shape feature extraction is
affected by the segmentation effect. For images with poor
segmentation results, the shape parameters cannot even be
extracted. When extracting the shapes of irregular objects,
the extraction results will be inaccurate. Cancer cells have

irregular shapes, so there are relatively few studies on shape
extraction corresponding to cancer cells.

B. COLOR FEATURES
Color features are a basic visual feature and global feature for
humans to perceive and distinguish different objects. Color
characteristics are very sensitive to the gray information and
brightness changes of images. Since pathological images
need to be stained during the acquisition process, color nor-
malization is necessary for color feature extraction. The color
models mainly include HSV, RGB, HSI and others.

To obtain color information, Rashmi et al. [68] dyed cell
nuclei into dark purple through H&E, while other tissues
were dyed light pink, and then extracted the color features
of each pixel in RGB and LAB color spaces. Xu et al. [48]
transformed RGB color image into HSV color space, elimi-
nated hue and saturation channel, and produced gray image
with scalar brightness. The color gradient representation
(Fig.12(b)) has a more obvious boundary than the corre-
sponding gray gradient (Fig.12(a)). Bejnordi et al. [69] stan-
dardized the color distribution of each tissue component by
aligning the 2D histogram of the color distribution in the hue-
saturation-density model. Kong et al. [70] used local fourier
transform to extract the color texture at each pixel from
the most discriminant color space. This method maked the
local fourier transform texture features extracted from most
discriminant color space achieved the maximum discrimina-
tion effect in classification performance. Sertel et al. [71]
introduced a new method of combining color and texture,
which combined model-based intermediate representation
with low-level texture features to capture pixel-level tissue
features. The combined feature space improved the accuracy
of classification.

FIGURE 12. Comparison of gray gradient and color gradient of
histopathological image [48].

In summary, the diversity of color models provides many
choices for the extraction of color features. Histopathological
images are usually stained to cause obvious color changes in
cancer cells, so the color characteristics of cancer cells are
quite important characteristic information. Color images have
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more complete image information than grayscale images, but
color image processing is complicated and time-consuming,
and grayscale images are generally processed.

C. TEXTURE FEATURES
Texture, which is independent of color and brightness,
is an important feature to express images. Texture features
provide important information on image homogeneity and
the organization and arrangement of the surface structure,
as well as their connection with the surrounding environment.
Texture features are insensitive to image rotation changes
and noise and are the most widely used feature extraction
method.

In texture feature extraction, gray-level co-occurrence
matrix (GLCM) method is widely used. The GLCM method
is based on the statistics of two pixels with a certain gray level
on the image. The GLCM method is obtained by statistically
calculating the gray level status of two pixels kept at a certain
distance on the image. As shown in Fig.13, GLCM (0,0) has
one group in the original diagram, so p (0,0) = 1, while
GLCM (1,2) has three groups in the original diagram, so
p (1,2) = 3. GLCM reflects the spatial information of the
image gray level, so it is used to process the texture infor-
mation of the image primitives and arrangement structure.
Albayrak et al. [24] applied Haralick feature descriptors
to extract features of spatial dependence and texture rela-
tions. Sertel et al. [72] proposed a new method for color
texture analysis that used nonlinear color quantization of
self-organizing feature maps to modify the GLCM method.
The experimental results on the image of follicular lym-
phoma showed that the new color texture analysis was bet-
ter than gray texture analysis. Bruno et al. [73] proposed a
feature selection method based on curvelet transform, local
binary pattern (LBP), and statistical analysis to obtain higher
area under the ROC curve and metrics accuracy values: the
obtained rates were among 91% and 100%. In addition,
Irshad et al. [74] adopted scale invariant feature transform
to found strong mitosis detection method. Simsek et al. [75]
introduced a set of advanced texture features to represent the
prior knowledge of spatial organization, and this method was
not sensitive to noise. Öztürk et al. [30] used different feature
extraction methods to detect cells in histological images. The

FIGURE 13. Gray-level co-occurrence matrix.

maximally stable extremal region (MSER) algorithm has got
better results than other algorithms, and can detect many cells
and mark the surroundings. The performance of common
feature extraction algorithms is shown in Fig.14.

FIGURE 14. Comparison of six commonly used feature extraction
algorithms.

In summary, the texture features extracted by the GLCM
have good discrimination ability, but the calculation of the
GLCM is time-consuming. Fortunately, researchers continue
to improve it. The LBP algorithm is simple to calculate and
can be used for real-time detection. Some researchers com-
bine the local information expressed by the LBP with other
information or algorithms to form a joint feature quantity to
obtain a better extraction effect.

D. SUMMARY
Feature extraction is an important step in image processing.
Shape features, which are a type of stable information, do not
change with the surrounding environment. However, many
shape features only describe the local properties of a tar-
get while the comprehensive description of a target requires
high computational time and storage capacity. Generally,
the processing and analysis of colorful images are complex
and time-consuming for color features, so color images are
usually first converted to grayscale images and then pro-
cessed using grayscale image processing methods. Texture
features are a common method for the feature extraction of
histopathological images. This method has strong resistance
to noise, but it is sensitive to illumination and reflection.
Among the texture feature extractionmethods, the GLCMhas
strong adaptability and robustness, but it lacks global image
information. In addition, we discuss the feature extraction
methods in Table 4. Feature extraction is very important
for the accuracy of cancer cell recognition. The features of
the histopathological images obtained by different feature
extraction methods will lead to different success rates, so the
selection of appropriate features is the key factor to improve
the recognition accuracy.
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TABLE 4. Feature extraction method of histopathological image.

V. CLASSIFICATION
Classification realized by classifiers, is the process of con-
structing a function or designing a model to map feature
extracted data to specific categories. The function or model
maps the characteristic data to a given category to perform
cell identification. Classifiers can be divided into supervised
classifiers and unsupervised classifiers. Supervised classi-
fiers include decision trees (DTs), support vector machines
(SVMs), the K-nearest neighbors (KNN), sparse represen-
tation (SR) and neural network algorithms. Unsupervised
classification means that the classification process does not
require any prior knowledge, and the similarity is directly
searched from the image. Therefore, unsupervised classifi-
cation is also called clustering. The commonly used unsuper-
vised classification methods in pathology detection include
generative adversarial networks (GANs), domain adaptation
and principal component analysis (PCA).

A. SUPERVISED CLASSIFIER
1) DTS
DTs, which are a basic classification and regression method,
are a type of tree structure classification algorithm. This
approach is easy to understand and implement, but when
there are too many categories, errors can multiply quickly.
Korkmaz et al. [76] applied a DT to classify histopatho-
logical gastric images, and the highest accuracy result was
86.66%. Rahman et al. [77] used a DT classifier to clas-
sify oral squamous cells with an accuracy of 99.78%.
Tyr et al. [78] extracted shape, texture, and color features
from histopathological images and achieved 99.4% accuracy
using a DT classifier. The random forest is an ensemble
classifier composed of many DTs. It has a fast training

speed and is adjustable, and it does not need to adjust many
parameters, such as with the SVM. Irshad et al. [74] pro-
posed a random forest to select texture features and achieved
classification with a higher positive predictive value and
F-measure.

2) SVM
The SVM is a binary classificationmodel proposed byVapnik
in 1995 according to statistical learning theory. It maps the
input space where the sample points are located to the high-
dimensional feature space to achieve the maximum linear
separation. The SVM has a good generalization ability and is
suitable for small samples, nonlinearity and other problems.
The SVM algorithm generally shows good results for highly
sparse features [79].

Aswathy et al. [16] adopted SVM to classify benign and
malignant breast cancer histological images, with an accu-
racy rate of 91.1%. Masood et al. [80] proposed an efficient
self-advised SVM to identify skin cancer, with an average
diagnosis accuracy rate of 89.1%. Al-Kadi et al. [81] used
SVM, Bayes and KNN to test the performance of texture
fractal features, and the classification accuracy was 94.12%,
92.50% and 79.70%, respectively. SVM has a high accuracy
rate. Kuse et al. [82] constructed a training data set consisted
of 80 lymphocyte patterns and 98 non-lymphoid cell patterns,
and classified the data set using SVM, with a classification
accuracy of 78%. Yan et al. [83] adopted multi-label SVM to
achievemulti-classification, and the multi-label method had a
strong classification ability in the recognition of multi-label
colon pathology images. Krishnan et al. [84] defined a set
of compact 18 features on the oral tissue image, using SVM
classifier, the accuracy rate reached 99.66%.
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3) KNN
The KNN is one of the simplest classification algorithms.
This method has a simple idea and no need to estimate
parameters. It is more suitable for the automatic classification
of class domains with large sample sizes. Niwas et al. [85]
extracted the features of breast tissue images using complex
wavelets and used KNN for classification. The classification
accuracy reached 93.9%. The disadvantage of this method
is that it requires a large amount of calculation because it
needs to calculate the distance of known sample points of
each classified text in order to obtain the k nearest points.
At present, the solution commonly used by researchers is to
precut the known sample points to remove samples that are
useless for classification.

4) SR
The SR optimization model, which has good performance in
pattern recognition, is established from the point of view of
signal reconstruction. The best current classification systems
often choose SR as their key module. The two main tasks
of image SR are dictionary generation and signal sparse
decomposition. Han et al. [86] proposed an automatic his-
tological classification method based on dictionary learn-
ing and sparse coding. The classification accuracy reached
90.05%. Srinivas et al. [87] adopted a new sparsity model
for multichannel histopathological image representation and
classification. Shirale et al. [88] applied a class-level dictio-
nary learning method to reduce the workload of pathologists,
which achieved good performance on various histopatholog-
ical image datasets. The highest accuracy of the algorithm
reached 96.56%. Li et al. [89] proposed a multichannel joint
sparse model based on mutual information, which improved
the discrimination ability of joint SR coefficients.

5) NEURAL NETWORK
A neural network is a mathematical information processing
model similar to the structure of the brain’s synaptic con-
nection. A neural network system is more complicated, and
it achieves the role of information classification by chang-
ing the interconnection relationships between internal nodes.
CNNs are often used in the classification of histopathological
images.

Zheng et al. [90] proposed a CNN to improve the clas-
sification of breast cancer. This method effectively reduces
the noise and redundancy caused by stroma and achieves the
best classification performance. The average classification
accuracy of the algorithm was 96.4%. Wahab et al. [91] used
a two-stage deep convolutional neural network with a simple
structure to focus on nonmitotic divisions that are difficult to
classify. Saito et al. [92] constructed a CNN to automatically
detect prominent lesions in WCE small intestine images.
The trained CNN was proven to be able to detect prominent
lesions in independent test images with a sensitivity of 90.7%
and a detection rate of 98.6% for prominent lesions.

In addition, two-dimensional (commonly used in
histopathological images) or three-dimensional (commonly
used in MRI and CT) convolutional neural networks are
commonly used in classification, and one-dimensional CNN
is rarely used in classification. Moitra et al. [93] adopted
one-dimensional convolutional neural network for classifi-
cation of non-small cell lung cancer, which consumed less
time and resources. Panigrahi et al. [94] proposed to use
capsule network for oral cancer classification. Compared
with CNN model, capsule network has better ability in cap-
turing posture information and spatial relationship, and can
better distinguish cancerous and non-cancerous images with
97.35% accuracy. Kutlu et al. [95] proposed an automatic
leukocyte detection method based on deep learning and
transfer learning, which was very successful in detecting
overlapped or partially visible cells in images. The highest
accuracy of the algorithm reached 99.52%.

In summary, there are many types of supervised classi-
fication methods, and they all have their own classification
characteristics, as shown in Fig. 15. DT has a strong ability
to handle large sample data, and the calculation speed is
fast; however, the stability of the classification accuracy is
not good. The SVM has a higher classification accuracy and
better generalization ability than other algorithms on small
samples and linear data. However, the prediction rate of the
SVM is slightly lower than that of other classifiers, and it
is very sensitive to the lack of data. When the value of k in
KNN is very small, it is very sensitive to noise; and when
the number of samples is unbalanced, the effect will be poor.
The SR model is simple, suitable for linear features, and
easy to understand and operate. However, the model is no
longer accurate when there are changes in posture and no
alignment in an image. A neural network is the classifier
with the highest accuracy in supervised classification, but
it requires a large amount of sample data and expensive
computing equipment. Compared with other classifiers, the
computational costs of neural networks are more expensive.
Supervised classification can control the selection of training
areas and training samples, but the selection of the classifica-
tion system and training sample areas is affected by subjective
factors. Therefore, supervised classification can only classify
the categories defined by the training samples and cannot
identify the categories that are not defined by an analyst, and
it is easy to omit of categories.

B. UNSUPERVISED CLASSIFIER
1) GAN
A GAN uses continuous game learning between a generative
model and a discriminant model to produce a good output.
A GAN is weak in processing discrete data. Man et al. [96]
proposed an unsupervised anomaly detection screening
method based on a GAN. This method classified breast can-
cer histopathological images, and the highest classification
accuracy was 99.13%. Xue et al. [97] proposed a new cGAN
model, HistoGAN, for high-fidelity histopathological image
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FIGURE 15. Classification accuracy of supervised classifier.

FIGURE 16. Prototype transfer GAN framework diagram.

synthesis. This method could significantly and continuously
improve the classification performance of cervical cancer
histopathological images and metastatic cancer datasets (by
6.7% and 2.8%, respectively). Wang et al. [98] proposed an
unsupervised learning method for prototype transfer GANs.
As shown in Fig. 16, the accuracy of classifying benign and
malignant tissues reached nearly 90%.

2) DOMAIN ADAPTATION
Domain adaptation is a method of transfer learning, which
can effectively solve the learning problem of inconsistent
probability distribution between training samples and test
samples. Because the images of benign tumors are very sim-
ilar to those of malignant tumors, Pendar et al. [99] adopted
a new unsupervised domain-adaptive method based on rep-
resentation learning to overcome these problems. The above
achieved an average classification rate of 88.5%, an increase
of 5.1% compared with the basic method, and an increase
of 1.25% compared with the latest method. Yu et al. [100]

proposed a method of introducing unsupervised learning
domain adaptation into a typical deep CNNmodel. As shown
in Fig. 17, this method reduced label duplication.

3) PCA
PCA uses the ideas of linear transformation and dimen-
sionality reduction to transform data into a new coordinate
system, reduce the dimensionality of a dataset, and make
the data intuitively presented in a two-dimensional coor-
dinate system. The PCA method has the characteristics of
simple calculation, easy-to-understand results and no param-
eter limitations. However, it is unable to intervene in the
processing process through parameterization methods, and
the expected results may not be obtained. Sertel et al. [72]
used a combination of PCA and linear discriminant anal-
ysis and then used a Bayesian classifier to classify lym-
phoma cells. The overall correct classification rate of this
method was 88.9%. Shi et al. [101] adopted the quaternion
Grassmann averages network algorithm, which performed
the best in the classification of color histopathological
images. Shi et al. [102] proposed a color pattern random
binary hashing based PCANet algorithm, which was supe-
rior to the original PCANet algorithm and other traditional
unsupervised algorithms. Figure 18 is a schematic diagram
of the color pattern random binary hashing based PCANet
algorithm.

In summary, the unsupervised classifier classification pro-
cess does not impose any prior knowledge and can directly
classify a dataset. An unsupervised classifier can effectively
eliminate the subjective factors that people have on the size
and shape of cancer cells in the dataset calibration. Further-
more, the detection costs are reduced, and the classification
accuracy is improved. The research of unsupervised image
classification is still in the development stage, and its research
results are less than other directions.
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FIGURE 17. Improved CNN model [100]. (a) feature adaptation (b) entropy minimization.

FIGURE 18. The color pattern random binary hashing based PCANet flow
chart and color histopathological image classification framework based
on matrix classifier.

C. SUMMARY
Image processing has a crucial impact on the classification
speed, stability and accuracy of the model. Image preprocess-
ing can remove useless information or enhance useful infor-
mation. Image segmentation is to extract regions of interest,
further reducing the interference of useless information. Fea-
ture extraction can reduce the dimensionality of the data. The
data undergoes a series of image processing will significantly
improve the classification performance of the model.

At present, the classification accuracy of pathological
images is mostly over 85%. As shown in Table 5, this result
seems to be very good but unstable. In many studies, the
classification results may only be applicable to the research
samples, and the classification accuracy may vary greatly
for different sample sets, as shown in Fig. 19. The selec-
tion of features also has a great impact on the classification
accuracy. Korkmaz et al. [76] used Fourier transform-mass
spectrometry-Fourier transform for feature extraction. When
five features were selected, the highest accuracy was 86.66%;
and when the number of selected features was increased to
45, the highest accuracy was 68.88%. Therefore, the versatil-
ity of classification algorithms and how to choose suitable

FIGURE 19. Classification accuracy of histopathological image
classification method based on SR for different data sets.

features are worth studying. Supervised classifiers are the
mainstream image classification methods. Supervised classi-
fiers can obtain the desired classification results according to
people’s needs, but they are affected by subjective factors to
a certain extent. Unsupervised classification does not require
any prior knowledge in the classification process. Analysts
only need to set the number of classifications to classify all
images and discover some hidden laws. Although supervised
classification occupies a dominant position in classification,
unsupervised classification can reduce labor and costs and
has immeasurable development prospects in the future.

VI. DISCUSSION
Image analysis based on machine vision has become an
increasingly important field because of the fast generation
of images and the increasing dependence of the medical
community on these images. Cancer has become the main
cause of death for people. If cancer can be detected in time,
the hope of a cure will be greater. Cancer cell detection based
on machine vision overcomes the shortcomings of traditional
manual detection methods and has become the mainstream
cancer cell detection method.
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TABLE 5. Classification methods for histopathological images.

There are many types of cancer, including breast cancer,
lung cancer, liver cancer, stomach cancer, colon cancer and
others. At present, breast cancer is the most researched cancer
based on machine vision cancer cell detection. As shown in
Tables 1 and 3, there are relatively few other cancers that
are researched. At present, the detection of various cancer
cells is still in the exploratory stage; and the detection of
other cancers should be increased, which is conducive to
the establishment of a complete cancer cell detection system
based on machine vision. However, many researchers’ meth-
ods can only detect fixed types of cancer cells. Even if these
methods can detect other types of cancer cells, the detection
accuracies are relatively low and unstable. These problems
must be resolved through further research.

The machine vision cancer detection process includes
image preprocessing, target region segmentation, fea-
ture extraction and selection, and cell recognition and
classification. A large number of algorithms appear in each
processing flow, and these algorithms have their own advan-
tages, disadvantages and scope of adaptation. How to improve
the accuracy, execution efficiency, real-time performance
and robustness of algorithms has always been the focus of
researchers. In addition, with the rapid development of deep
learning, neural networks have appeared in various visual
detection processes. neural networks have the advantages
of high speed and high precision and is deeply loved by
researchers; however, neural networks have some problems,
such as a large amount of calculation and high time con-
sumption. The effects of neural networks needs to be further
verified. The deep learning model is essentially a black box
and does not provide the interpretability of the decision-
making process, which in turn makes debugging difficult
when needed. Poor interpretability can lead to distrust of
clinicians trained to make interpretable clinical inferences.
The future trend may be to create a general interpretable
structure for medical image computing.

VII. OUTLOOK
At present, machine vision is used in various industries, such
as manufacturing, agriculture, medicine, military, aerospace,
and scientific research. Machine vision technology has the
characteristics of high speed, high precision and multiple
functions, which greatly promote the development of society.
Machine vision has also developed rapidly in the field of
medicine. Computer-aided diagnosis and result prediction
models based on machine learning are helpful for clinical
decision-making. In many cases, machine learning mod-
els can provide excellent accuracy in cancer cell detection,
but there are still some problems in practical application.
Therefore, cancer cell detection methods based on machine
vision still need continuous improvement, and future research
should focus on the following aspects.

1) In terms of image preprocessing, affected by external
factors such as light, signal transmission, and acqui-
sition environment, it is difficult to distinguish some
weak signals from noise, which affects the subsequent
detection accuracy. How to build a stable and reliable
detection system to overcome the interference of the
external environment is one of the problems to be
solved. Although color normalization can reduce the
influence of color differences in subsequent images,
some changes in the organizational structure may also
affect the subsequent image detection, which also needs
to be explored. At present, the color normalization
algorithm can be integrated into the deep learning
framework to improve the performance for segmen-
tation and classification [103]–[106]. But all of them
use antagonistic neural network to normalize the color.
In the future, deep learning will be a problem worth
studying in color normalization.

2) For histopathological image segmentation, traditional
segmentation methods will have various problems,
such as undersegmentation and oversegmentation.
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Most of the methods used for tissue segmentation are
based on the modification and adjustment of existing
image processing techniques to adapt to new appli-
cations, which may not be the best choice for tissue
image processing needs. With the development of arti-
ficial intelligence and deep learning, neural networks
have the characteristics of fast speed and accuracy in
image segmentation. In the future, neural networks will
become the focus of image segmentation research.

3) Feature extraction is a key step in cell detection
based on machine vision, which has a significant
impact on the subsequent recognition accuracy, com-
putational complexity, and stability. At present, mul-
tifeature fusion technology is the mainstream feature
extraction method. The deep learning method can learn
additional feature libraries that cannot be represented
by any handmade features, thereby further improving
the classification accuracy. In the future, deep learning
needs further research in feature extraction.

4) In terms of classification, traditional classifiers have
the problems of long calculation times, poor accuracy,
and instability. A classifier based on a neural network
is obviously better than a traditional classifier. With
the improvement of histopathological databases, neu-
ral networks will become the mainstream classifica-
tion methods. In recent years, many neural network
algorithms have appeared, including SPPNet, Faster
RCNN, Mask RCNN, YOLO series and other target
detection methods, which provide the possibility for
the detection of cancer cells. Because unsupervised
classification does not need prior knowledge, the com-
putational costs are reduced. In the future, unsupervised
classifiers will become the main research direction of
classification.

5) Although a series of excellent algorithms continue
to appear, there are relatively few open source
codes (algorithm implementation) for histopathologi-
cal image processing, and the algorithm verification
lacks standards and ground truth as a reference. Future
work should address the issue of openness in the field.
This requires the close cooperation of experts in vari-
ous fields, such as computer scientists, clinicians and
pathologists.
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