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ABSTRACT This paper addresses the problem of decoding non-binary low density parity check
codes(LDPC) over finite field GF(q) using symbol flipping approach. To achieve low complexity reliable
communication, three new algorithms for improving the bit error rate performance of the non-binary LDPC
decoder are presented. The first type is the symbol flipping decoding algorithm using a flipping function
based on the channel reliability to identify the least reliable symbol position. In this algorithm, if the
predicted symbol value satisfies the check sum, then the value is declared as correct otherwise the value is
adjusted and sent back to the QAM detector. Algorithms 2 in this paper is an improvement to iterative joint
detection-decoding algorithm by using the method of iterative hard decision based majority logic to select
the new candidate symbol value. The feedback value to the QAM detector is adjusted by using Euclidean
distance between the current symbol and the newly selected symbol value. Algorithm 3 is a low complexity
version of Algorithm 2 which is derived by applying a majority voting scheme. In the majority voting scheme,
symbols are short listed first by voting and all the computation are carried out only for the short listed least
reliable symbols which significantly lowers the processing complexity. Numerical results and complexity
analysis show that the proposed methods have good bit error rate versus complexity trade-off for various
applications when compared with some existing algorithms.

INDEX TERMS Coded modulation, non-binary LDPC, joint iterative detection-decoding, symbol flipping

decoding, sum product algorithm, majority logic decoding, reliability based decoding, QAM detector.

I. INTRODUCTION

Non-binary low density parity check (NB-LDPC) codes
defined over GF (g > 2) are an extension of binary LDPC
codes [1], [2]. NB-LDPC codes have shown better bit error
rate (BER) performance than binary LDPC codes. The
NB-LDPC codewords can be transmitted as binary sequence.
The codeword symbols defined over GF(q) are mapped to
a binary sequence and stream of bit vectors is transmitted
over a binary input channel. At the receiver, the NB-LDPC
decoder performs de-mapping of the received bit vectors to
symbols. The main challenge of LDPC codes defined over
high order Galois fields GF (g > 2) is the high computational
complexity. Fast Fourier transform (FFT) based sum product
algorithm (FFT-SPA) [3] for decoding of non-binary LDPC
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was proposed to reduce the check node complexity in terms
of hardware computation.

In the bit reliability [4] and symbol flipping NB-LDPC
decoding algorithms [5], [6] the codeword is transmitted as
binary sequence and the received binary sequence is then
used as reliability information in the decoder. Reliability
based majority logic decoding algorithm is similar to mes-
sage passing decoding but it sends only the most reliable
field message and is considered as the low computational
algorithm. In the iterative majority logic decoding (MLgD)
algorithm for non-binary LDPC codes, each symbol is iter-
atively updated by the extrinsic information-sums (EXIs)
with the most reliable field element along each edge of the
Tanner graph. The iterative reliability based hard (IHRB) and
soft (ISRB) MLgD algorithms [7] have lower complexity but
perform well only for parity check matrices with high column
weights. The two algorithms in [7] are further improved by
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introducing soft reliability information at the initialization
to achieve better trade-off between complexity and bit error
performance by proposing several modifications [8], [9]. One
of the drawback of IHRB and ISRB algorithms in literature,
is the requirement of large column weights. To overcome this
drawback, an improvement to these algorithms was presented
in [10] by introducing reliability updates in terms of bit rather
than symbols. The bit reliability based decoding algorithm
for NB-LDPC is comparatively more efficient and is termed
as weighted bit reliability based (WBRB) algorithm [4]. This
bit reliability based algorithm requires integer and Galois
field operations only which helps to reduce the hardware
implementation complexity and processing time. To further
enhance the wBRB decoding algorithms, a full bit-reliability
based decoding scheme was proposed in [4]. To lower the
processing complexity, this algorithm uses the binary rep-
resentation of non-zero entries of the parity check matrix.
Symbol flipping decoding algorithms have low computa-
tional complexity but at the cost of reduced performance.
A majority logic decision based algorithm was presented
in [11], where the symbol position to be flipped is determined
by majority decision while the flipped value is calculated
from channel output by flipping individual bits of the symbol
with low reliability. Another algorithm termed as weighted
algorithm B (wt.Algo B ) presented in [12] introduces the
binary Hamming distance and plurality logic performance
improvement. The parallel symbol flipping decoding (PSFD)
algorithm in [13], has good performance only for parity check
matrix of large column weight. A multiple voting based PSFD
(MV-PSFD) algorithm was proposed in [14] for the improve-
ment of PSFD algorithm. The performance of the SRBMP
decoding algorithm [15] has been improved by the multiple
voting symbol flipping (MV-SF) decoding algorithm [16].
Non-binary LDPC codes can also be transmitted using
direct mapping to the high order modulation. The advantage
of NB-LDPC codes using high-order g-ary modulations is the
direct encoding and decoding over the g-ary constellation as
the binary to non-binary mapping and de-mapping operations
are not required. Also the non-binary symbol likelihoods are
computed directly without any conversion. The mapping and
de-mapping operations are cost effective in terms of complex-
ity and introduce performance degradation that would have
to be partially countered by a good choice of mapping and
de-mapping at decoder. The NB-LDPC sum-product and its
variants can be used to map to the higher order modulation
to achieve high data rates. The binary Min-Sum decoding
algorithm [17], [18] extended to the non-binary decoding,
is known as Extended Min-Sum (EMS) algorithm [19]-[21],
and it gives better trade-off between hardware complexity and
bit error rate performance. The complexity in the Extended
Min-Sum decoding largely arises from the computation of
the check node (CN). To reduce the check node processing,
a Forward-Backward scheme [22], [23] was proposed where a
serial computation is carried in the hardware and intermediate
results are used during that serial computation. However this
scheme adds high latency and offers less throughput which
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becomes more significant when the finite field size of GF (q)
is increased. To overcome these challenges, a new hardware
aware algorithm called syndrome based EMS algorithm was
presented in [24]. This algorithm achieves better bit error
rate performance as well as throughput due to increased
parallelism.

An M-QAM based hard decision NB-LDPC algorithm
was proposed in [25], [26] and is called the iterative joint
detection-decoding (IJDD) algorithm. This algorithm uses
the M-QAM modulation to get the higher throughput but its
performance is poor compared to the g-ary LDPC (QSPA).
This algorithm uses the hard decision symbol sequence as
feedback in each iteration to the M-QAM detector to move
the received messages towards correct direction and reduce
the noise effect.

To enhance the bit error rate (BER) performance of the
IJDD, an Improved IJDD (IIJDD) algorithm has been pro-
posed in [27], [28] and it shows better bit error rate perfor-
mance. The Improved IJDD algorithm takes into account the
probability of symbols at initialization from channel infor-
mation and then combines with the plurality logic based
reliability information during iterative updates. This iterative
reliability update of information is termed as accumulated
reliability of a symbol. The accumulated reliability of sym-
bols make the IIJDD algorithm computationally very com-
plex. The IJDD algorithms are used with the majority-logic
decodable non-binary LDPC codes with high column weight
but show performance loss for low rate codes with low col-
umn weight [29]. As research in the literature is focused
mostly on low column or ultra-low column weight LDPC
codes, therefore, we have also chosen to use low/ultra-low
column weight. In the literature, those symbol flipping
NB-LDPC decoders, showing better BER performances for
low column weight, are considered as good decoding algo-
rithms LDPC codes using high column weight increase the
decoding computational complexity and contribute towards
error floor [7], [13], [25]. Therefore, ultra sparse LDPC codes
are used to achieve low decoding latency and to overcome
error as shown in [8], [9], [14], [28]. Other advantages of
ultra-sparse LDPC codes like high girth and better BER
performance are given in the references [19], [29], [34]

In this paper, symbol flipping decoding algorithms are
proposed for the QAM based NB-LDPC codes. The proposed
algorithms are inspired by the IJDD algorithms [27], [28] and
use the concept of iterative hard reliability based majority
logic decoding algorithm in [7], [30]. Euclidean distance is
used to define the step size of the feedback to the detector to
move the symbol towards correct position unlike to [27], [28].
Precise step size of the feedback message plays an important
role in improving the BER performance. The IJDD algorithm
can show oscillating behaviour if the feedback step size is
not controlled properly and results in performance degrada-
tion. The IJDD algorithms in literature use the step size as
the difference of the first and second maximum numbers of
occurrences of a symbol in the extrinsic information-sum as
a scaling factor for the symbol feedback information to the
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QAM detector. This is not the efficient way of optimizing the
received sequence to remove the noise by moving the channel
output in the correct direction.

The followings are the main contributions in this paper:

e A new symbol flipping decoding algorithm is presented
for QAM modulated NB-LDPC codes. Currently all the sym-
bol flipping algorithms in literature are for BPSK modula-
tion but in this paper, symbol flipping decoding algorithm
for higher order modulation is introduced for the first time.
Along with syndrome information, the flipping function of
Algorithm 1 uses Euclidean distance with plurality logic to
identify the positions of the short listed least reliable variable
nodes. A majority voting scheme is utilised to short list
the unreliable variable nodes. The value of the candidate
symbol is selected by prediction from the set of the finite
field GF (g).

e To achieve better BER performance, an iterative hard
decision based majority logic decoding scheme is introduced
in Algorithm 2. Through an iterative approach, the feedback
to the QAM detector is improved by the Euclidean distance
based reliability of the received sequence to remove noise
by moving the message in the correct direction. This differs
from the IJDD algorithms which use a difference in number
of votes between first and second highest voted candidates
in conjunction with column weight to move the symbol in
correct direction.

e Algorithm 3 is the low complexity version of the
Algorithm 2. The majority voting scheme is applied to
short list the least reliable nodes and then the symbol
values are computed only for those short listed candi-
date symbols. This algorithm uses only the first reliability
values of the hard decision symbols to update the extrin-
sic information-sums unlike IIJDD algorithm which uses
the first and second reliability values of the hard decision
symbols.

The rest of the paper is summarized as follows. Section II
describes the relevant literature on non-binary LDPC decod-
ing algorithms. The proposed algorithms on low complexity
multiple symbol flipping decoding algorithm are presented in
the section III. Section IV presents the results and discussion
of the existing and proposed methods, while Section V gives
complexity analysis. Section VI concludes the paper.

Il. NON-BINARY LDPC CODES

Consider a regular parity check matrix H with dimension m x
n defined over the Galois field (GF') size ¢ > 2 where each
element 4; j(1 < i < m,1 < j < n) of His an element over
the GF(q) where g = 2" such that ¢ = 2" and r shows the
number of bits in each symbol. Now consider a NB-LDPC
code C of length n for a regular parity check matrix H, such
that each row of H has weight of d. and each column of H has
weight of d,.. In the Tanner graph, for parity check matrix H,
the non-zero entries (4;; # 0) show the i check node (CN)
connected to the j* variable node (VN) and the Tanner graph
edge connection is givenby M () ={i: 1 <i <m, h;j # 0}
and N(@) ={j: 1 <j<n, hj#0}.
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A. NB-LDPC CODES USING BPSK

Let ¢ = (c1,¢2,...,¢j,...,¢;) be a codeword in
C and the binary form of j# symbol in ¢ is ¢ =
(€j1,¢20 -3 CjstsooonCjp), 1 <t < r. This binary
sequence is modulated with binary phase shift keying
(BPSK), where 1 is modulated as +1 and O is mod-
ulated as -1. The BPSK modulated j” symbol x; =
(Xj,1, Xj25 - - +» Xj,15 - - -, Xj,r) is sent over additive white Gaus-
sian noise (AWGN) channel. At receiver, the binary sequence
Yi = (i1, Y2, - -+ Yjit> - - - » Yj,n) is Obtained from the trans-
mitted sequence x; by adding the additive white Gaussian
channel noise A/ (0, o) with two sided power spectral density
as y; = x; + n;. The hard decision (HD) binary sequence
Zj = (31,225 - > Zjt» - - - » Zj,r) Tor the jth received symbol

yj is given by:
17
Zj,t = 0’

The log likelihood ration (LLR) for NB-LDPC codes cor-
responding to the j# symbol, is computed as follows for the
BPSK signalling in AWGN channel [31].

winey = (22 =)
Pr(yjle; = 0)

i (Pr(yj|(cj"1,c]~,2,...,cj’,)zoz)> @)
Pr(yj|(ij], Cj,2’ cee Cj,[) = O)

The i syndrome of the j* hard decision symbol sequence
can be defined for the nonzero element of the parity check
matrix H = [h; j|n, With h; j € GF(q).

s = Z hi jzj 3)

JENG)

if}’j,t >0

1

If s; # 0, it means that one or more of the variable nodes
contributing to this check node are incorrect.

B. NB-LDPC CODES USING QAM
The codeword ¢ € GF(q) is mapped to the constellation
x of the quadrature amplitude modulation (QAM) before
transmission. Defining €2(-) as the symbol mapping func-
tion for QAM constellation then the codeword ¢ is mapped
as x; = Q(cj) € x with complex signal vector x =
(x1,x2,...,Xj,...,%,) and is transmitted over the additive
white Gaussian noise (AWGN) channel. The received symbol
sequence y = (y1,¥2,.-.,Yj,..,Yn) is obtained from the
transmitted sequence x after adding the complex additive
white Gaussian channel noise n — N(0, o2) with zero mean
and two sided power spectral density No/2 asy; = x; + n;.
At the receiver side, the detector estimate each symbol X 3]
using the maximum likelihood decision rule.

Xj = argmin |ly; — x| 4)
xeyx
forj=1,2,...... n.

The above equation (4) becomes very complex for high
order QAM. This complexity can be reduced by defining a
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radius D of a sphere and the received symbol is estimated for
those symbols in the region of D.
%) = argmin ly; —x|| < D 5)
xex

In this paper we use the QAM constellation size x equal to
the Galois field size g [27]. For the given code rate r. = k/n
where k is the information length, the spectral efficiency for
this coded scheme is { = r.logz| x| bits per symbol.

The i syndrome of the j hard decision symbol sequence
for h; j # 0 can be defined as:

s; = Z hi jzj (6)
JEN (D)
If s; # 0, it means that one or more of the variable nodes
contributing to this check node are incorrect.

At the initialization of the non-binary sum-product and
min-sum decoding algorithms, the LLR value for each sym-
bol of the received sequences [32] is computed with the
assumption that all symbols have equal probability.

n (Pr(y|fc)> o
Pr(y|x)

where X is the symbol value which maximizes the probability
function Pr(y|x), i.e.
x = argmax{Pr(y|x}. )
xeGF(q)
When the value of LLR(c)
reliability and vice versa.
When M-QAM coded modulation is used, the received
symbol sequence contains noise which shifts the symbol from
the position in the QAM constellation. Therefore, it’s hard
to detect correctly the symbol value. The Euclidean distance
based likelihood method is used to calculate the approximate
position of the received symbol using LLR which is given as:

LLR(c) =

= 0 or close to 0, means more

_ 3 2 _ A2
LLR(x) = oz(d(y, a)” —d(y, a@%)) 9

where &2 is the closest QAM point of the received symbol
y and « is the primitive element of GF(g) in the QAM
constellation.

C. NON-BINARY LDPC DECODERS
A review of NB-LDPC codes and related decoding algo-
rithms are presented in this section but particular emphasis
is on IJDD algorithms [25], [26] using QAM modulation.
For a given NB-LDPC code C over GF(q), the j” received
symbol y;, can be any of the g element in the GF(q). If « is
the primitive element of GF(g), then the g elements of the
GF(q) are expressed as GF(q) = {0, 1, o, o, .,ozq_z}.
Therefore, there are g messages passed between the check and
variable nodes in the classic belief propagation NB-LDPC
decoding algorithm. There are g probable information for
each of the channel received symbols. To satisfy the check
sum in equation (6) for ¢ symbols, the complexity is in order
of O(qg%~2).
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The low complexity hard decision symbol flipping
decoding based on the majority logic decision is known as
generalized algorithm B [12]. This algorithm is based on
plurality logic which counts the number of occurrences of
each symbol. For the preset threshold ¢, if the counts of
more than one finite field symbol over GF(q) exceed t,
choose in favor of that received symbol, otherwise choose
some common symbol. This algorithm is further improved
by weighting coefficients based on the Hamming distance
between finite field symbol and extrinsic information-sums.
This improved algorithm is called weighted algorithm B [12].
In this algorithm, the counts of occurrences of a finite field
symbol is multiplied by the weighting coefficients assigned
to the Hamming distance. The decision is taken based on
the largest product. The optimal set of the weights was not
determined in the weighted algorithm B and was left as future
work. For the given hard decision symbol z;, the normalized
extrinsic information-sum (EXI) for the k™ iteration is calcu-
lated as:

"“) =h;' Y by ]/z, (10)
JENMN
forl <i<m,je N(Q@).
The generalized algorithm B (Algo B) decision for esti-
mated correct symbol is obtained using the plurality logic as:

ORI if ne)>T
z ) else

(11)

Here n(«) is the number of the occurrences of « € GF(q)
in the extrinsic information-sum a ) for o corresponding to
the largest count of 7(«). T is the preset threshold determined
through simulations.

In the IJDD algorithm [25], [26], the main idea is to correct
the symbol vector y by removing noise in an iterative way and
moving the received vector y closer towards the transmitted
symbol point.

At the receiver side, the detector estimates each symbol

(k) using the maximum likelihood decision rule. The hard

dec1510n symbol z% is made available to the NB-LDPC
decoder after de-mapping the detector output x; as follow:

7V =a @) (12)

From equation (11), let 1,4, be the largest reliability and
nsub as the second largest reliability of the symbol in U(I;) €

GF(q) at the k" iteration, then An(k) = n;('r]z(t;x (Y];i which
represents the voting difference between two high reliable
candidates. The pair of information (v(,k), An](.k)) is provided
to the QAM detector as feedback. The detector updates the
received sequence y](.k) with the information provided by the
LDPC decoder. Letd (y(-k), r) be a search sphere with radius r,
centered at y(-k). The following is the update rule at detector:

o 1f Q) € AV, ). then
k+1 k
D =y 4200, (13)
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e Otherwise y* 1 = y®),
Here A%) and B*) are calculated as follow:

Ap®
M“:i}- (14)
v
and
A@> : k)y — &
,B(k) . y if QW) =X (15)
Q(v(k)) otherwise.

The IJDD algorithm [26] is further improved by combin-
ing the plurality logic based scheme with the accumulated
rehablhty [27], [28] from channel. The reliability vector P( )
of the j* variable node at k™ iteration for each element a €
GF(q) is given by:

PP =p0), p0), ... pq -1 16)

where p; )(a) is the probability that the estimated value of

p0 s equal to the element o € GF(g). The reliability vector

PP atk =
channel.
The second reliability metric p® () for the j** variable node
is calculated by the following equation:

1 is initialized with likelihood values from the

) = - (17)

where n](.k)(a) is the number of the votes of element o and
@ denotes the sum of the votes obtained by each candidate
symbol in GF(g) for the j”* variable node. If any of the
element « has got zero vote, then it is assigned a value equal
to half of the minimum votes of an element in (17) to avoid
premature exclusion.

In order to combine the effect of reliability at current
iteration k with the reliability at (k — 1) the normalised
reliability for an element « of the j” variable node is given
by:

—(k k—1
P ep! @)
) k—1
ZaeGF(q)p] (“)P( (@)

such that )", €GF(q) p (a) = 1. The candidate symbol Value

PP = (18)

78 is selected based on the highest probability and 877
calculated based on the first and second highest rehablhty
values of the two candidates.

The accumulated reliability based IJDD algorithm is fur-
ther improved by using the first and second hard decision
based symbols for each of the j variable node to improve the
bit error rate performance and is termed as Improved IJDD(
IIJDD) algorithm [27].

In the improved 1IJDD algorithm, for each check sum s;
connecting to d. variable nodes, a variable node, say v;
with least reliability is chosen based on the Euclidean dis-
tance. Let (zj1) and (zj2) be the two most reliable sym-
bols passed from the QAM detector to the variable node
vj in two configurations and z; € GF(g) be the least reli-
able symbol, then the two check-to-variable messages from
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K-Symbols N-Symbols
—————»| NB-LDPCEncoder

M-QAM

Y Channel Information
Z Hard Decision

AWGN Channel

Quadrant-Based
Detection

K-Symbols z

<—————— NB-LDPC Decoder M-QAM Detecter
Y

Feedback

FIGURE 1. System Model: NB-LDPC coded QAM modulation.

the detector are {z1,22,...,%j1,---2d.J\{z,{ # J} and
{z1,22,...,22,...2a.}\{z1, | # J}. For the least variable
node vj, the most reliable symbol z(k) and the next most

reliable symbol z] ) are delivered to the associated check node
s; while for other variable node connected to this check node
s;, only the most reliable symbol z 1s delivered.

Ill. PROPOSED NB-LDPC DECODING ALGORITHMS

A. SYSTEM MODEL

This paper uses the most common type of QAM modulation
which is rectangular QAM, where the constellation points
are arranged in a square grid. Figure 1 shows the receiver
structure to reduce the complexity of the QAM detector where
the received symbol quadrant is first identified and then the
symbols in that quadrant are used to estimate the correct
symbol.

The non-binary LDPC code defined over the GF(gq) is
used in connection with the QAM constellation such that the
size of the coded symbol is the same as the QAM constella-
tion. The NB-LDPC encoder encodes information symbols
to construct a codeword of length n. These n symbols are
modulated by the QAM module and are transmitted over
wireless channel. The complex AWGN channel A/(0, o?)
with zero mean and two sided power spectral density Ny/2,
effects each of the transmitted symbol as shown below:

yj =Xj+n (19)

The quadrant based QAM detector estimates the transmit-
ted signal as follows:
fj(-k) = arg min ||y —Xxq| (20)
*qexq
where xq contains all the constellation symbol in the q"
quadrant. The quadrant xgq is determined from the sign of the
real and imaginary parts of the symbol y;. This quadrant based
QAM (QQAM) detection reduces the complexity enormously
as only four symbols are required to estimate the correct
symbol. The QAM ML detection used in [27] as shown in
equation (4) requires all the symbols in constellation which
makes the estimation of correct symbols very complex in
computation.
This proposed method is very different than the QAM
detector presented in [27], [28] where maximum likelihood
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FIGURE 2. 16-QAM Gray coded constellation and the received symbol.

detection is used. The received symbol sequence estimated
using reduced complexity quadrant based QAM detection is
sent to the symbol flipping NB-LDPC decoder. The decoder
predicts the unreliable symbol value for each of the failed
variable nodes contributing to failure of check-sum s; at k"
iteration. Let the check node s; have d. number of connected
variable nodes vy, v2, .. ., vq,. For each unreliable node, a set
of symbols from the GF(q) table is predicted where each
predicted symbol is different in one bit from the unreli-
able symbols with the assumption that AWGN channel has
affected one bit in each symbol at the most. Also keeping
in view that, in Gray coded QAM, the symbols in the same
quadrant are different by one bit. Therefore, it is more likely
to choose the correct symbol for the least reliable symbol of
the connected failed check node.

In case the predicted symbol does not satisfy the check-
sum, the NB-LDPC decoder updates the information and
sends back the newly adjusted symbols to theM -QAM detec-
tor. The newly adjusted signal may move to another quadrant
due to the iterative adjustment and then all the symbols in the
new quadrant are used to estimate the newly adjusted symbol.

B. PROPOSED ALGORITHM 1

In this section, a new symbol flipping decoding algorithm for
QAM modulated NB-LDPC codes is presented. Reliability
information are added to the flipping function to decide the
accurate symbol position in error as shown in Figure 3.
For this selected position, a new candidate symbol value is
predicted for the least reliable variable node connected to
the failed check. In this proposed algorithm, only those vari-
able nodes contributing to the failed checks are considered
for flipping in order to maintain low complexity and fast
convergence. The voting scheme adopted in parallel symbol
flipping [13], [14] is used for selection of symbol positions to
be flipped at the k™ iteration. In Figure 3, the short listing of
least reliable symbols is completed first and the p number of
variable nodes are sent to the next module for computing the
flipping function. The flipping function decide the number of
variable nodes to be flipped whereas the parity check module
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Equation(21) Calculate for p

positions

Flipping
Function

Equation(26,27)

No

Y QAM -
Detector

Short listing by
Equations(24, 25)

Feedback
Feedback Equation(31)

No

Equation(30),

Figure(4) Equation(28, 29)

Unreliable
Positions

Parity Check=0?

Predict values from set of
symbols

FIGURE 3. Proposed Algorithm 1 Execution Cycle.

selects the flipping value for the positions selected by flipping
function. The output of the QAM detector is fed into the check
sum. The variable nodes contributing to the successful check
sum are given as:

v={":5=01<i<mjeM@i)) 2n

Those variable nodes contributing to the failed checks belong
to ¥ which is the vector containing the number of positions
to be flipped, then it must be the subset of T and is defined
as:

Vet ={w()\vNo). 22)

Here 7 is a set of erroneous variable nodes and equation (22)
contains all variable nodes contributing to failed checks. If a
single symbol is flipped in each iteration, then Y=1.

1) VARIABLE NODE SELECTION BY VOTING

In the voting scheme [13], [14], each unsatisfied check node
gives one vote to the relevant variable node. The j” variable
node then collects all the votes, say Vj(k) , from the failed check
nodes at k™ iterations.

(k) _ (k)
vit= > Vi 23)
ieM(j)
where Vl.(,];) = 1if sl(.k) # 0, otherwise Vif];) = 0. For the
accumulated voting V/.(k) equal or greater than a predefined
threshold Vy;, those variable nodes fulfilling the condition
V; > Vy, will be passed to calculate the flipping function
Ej(k) through equation (25). This reduces the computational
complexity from n number of variable nodes to just few

variable nodes, say 8. The values of 8 at k”can be calculated
simply as follows:

80 =V, it vz vy, (24)

forl <j <p.

Here p shows the total number of variable nodes having
maximum votes and 8% contains all positions for those vari-
able nodes (VNs). In other words, these are the number of
variable nodes having less reliable information and need to be
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replaced with more reliable symbols. The positions of these
variable nodes are stored as 8j/k). The multiple voting method
presented in [14] define two voting levels ¢y > ;1 > 0,
using the same voting function defined in (24). For s ;é 0,

Vi(!‘) = ¢o for the largest flipping function and Vi/(' ) = &1
for the VN with the second largest flipping function. In this
paper, a voting scheme is used for short listing of least reli-
able symbols which reduces the memory consumption and
computational complexity.

2) QAM BASED FLIPPING FUNCTION

Each unsatisfied syndrome(check-node) sfk) provides one
vote to the variable node and the variable node accumulates
the votes. To find the position of variable nodes with less
reliability, the following expression is used for 1 <j' < p.

FO = 3 s - g -

ieM(’)

0 (a). (25)

where n(,k)(a) is number of occurrence of « € GF(g) in the

extrinsic information-sum o(k) and S(k) contains the reliabil-
ity information derived from the Channel received sequence
by following mathematical expression.

k k Ak
g9 =1yl —20l. (26)

The flipping function in equation (25) is derived from
BPSK based symbol flipping decoding algorithm in [33].
The proposed algorithm finds iteratively the valid codeword
from vector space over GF(g). At the k™ iteration, if s(k) =

(k)h, Jj # 0, the aim is to perturb y® and create a new
sequence of candidate symbols y* 1. Two steps are required
to choose a new candidate symbol value: 1) compute the
flipping function to identify the flipped position; 2) candidate
symbol value selection by predictive syndrome method as
shown in Figure 4.

The position to be flipped is determined for the variable
nodes having less reliability information by the following
equation.

7® = argmax(F®). (27)
J-/

Importantly, *® will belong to d, number of check nodes.
Therefore, to lower the complexity, d, should be as small
as possible. Let T be the threshold to determine the num-
ber of symbols to be flipped, then it can be determined in
conjunction wih the column weight d,. If p is the maximum
number of symbols to be flipped per iteration then it can be
determined as:

_ {pl ifT > ed, 08)

o2 else,

where €1 is an integer value and p; > p3. To find the position
of the candidate symbol value, the equation for syndrome
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FIGURE 4. Symbol value prediction.

based symbol value prediction is written as:

k k k k
s th/Z/ =hi2” + hipgd? + .+hi,dczf,c). (29)

In equation (29), let z ) be in error and contributes to the
failure of the check node. To choose a correct candidate
symbol, the symbol value is predicted from the set of the
symbols which are different in one bit. If sgk) is satisfied, then
prediction process is terminated otherwise we choose another
check node connected to z(.,k ) until d, number of check nodes.
If all these check nodes fail, then we choose the last predicted
value of the symbol and adjust z(zk) as shown in the following
section.

3) SYMBOL VALUE SELECTION
To replace an unreliable symbol, the candidate symbol value
selection is important. To choose a correct symbol value,
a symbol prediction method is used from set of values in
GF(q). A symbol in the same quadrant as the received symbol
is selected as correct symbol which satisfies the parity check
equation s =0.

Let z(k) be the variable node symbol considered to be the

least rehable symbol connected to the failed check node s(k)

To satisfy this parity check equation, a symbol is predlcted
for the selected position of hard decision symbol z ) Such

that z #* z(k) and 7% has all possible symbol values of the
GF(q) 1n51de the qudrant. Therefore, the symbol values from
the quadrant for each position of z(,k ) which can be written as:

B0 =@ 2 e GF(g). 2P # 2 (30)

The candidate symbol value prediction in equation (29)
is illustrated in Figure 4. If z; is the least reliable symbol
connected to check node s; at k" iteration, then symbol : Zy
is the predicted value such as z; # Zyand Zy € f » which
satisfies the parity check equatlon ies; =0.

4) FEEDBACK TO DETECTOR
In this proposed algorithm, if the predicted value does not
satisfy the check equation, then the value is adjusted and sent
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back to the QAM detector as follows:
k+1 k
Y =y 40 )p®. (31)

Here f is a scaling factor and is determined through sim-
ulations. The other parameters A*) and B* are calculated
in the following equations. A%) is the /2-norm used to scale
the second term of the equation (31).

For the selected candidate symbol value v®), then A%) and
B®) are calculated as follows:

~(k k . ~(k
B L.
Q) — J?j(.,k), otherwise
~(k k . ~(k
k) | x(-/ - y(./ )||, if Q(V(k)) = x(./ )
A= S e s . S (33)
[|Q0®) —%,ll, otherwise

Equations (32) and (33) give the step size to move the
received symbol towards the correct position by removing
the noise in a systematic way. The difference between the
received symbol yj(.,k) and the selected candidate symbol value
determines the step size more accurately. The computed value
of A% can be large and needs to be truncated, otherwise this
can lead to large step size and as a result the symbol will be
moved to a far off location in the QAM constellation. The step
size truncation is especially important in higher order QAM
modulation as the number of symbols get congested and the
distance between them decrease making it hard to estimate
the correct symbol.

Continuous Loop Detection: A continuous loop detection
procedure is adopted in this paper and positions of all the
flipped symbols are recorded. The symbol flipped in an iter-
ation is not flipped again in the successive iterations. In case
the new candidate symbol does not satisfy the check equation,
then it is re-adjusted and sent to the QAM detector. This loop
detection procedure is applied to algorithm 1 only while the
proposed algorithms 2 and 3 do not use any loop detection.
For example, if a test flag (TF) is defined to store position of
all flipping symbols, say TF = [2, 4, 19] at k™" iteration and
in next iterations these symbols are not flipped until the TF
equal to total number of those variable nodes selected by the
voting and then the TF is reset to zero for storing the symbol
positions from next iteration.

C. PROPOSED ALGORITHM 2

In this proposed scheme, iterative hard reliability based
majority logic decoding algorithm in [7], [30] is used which
offers very low complexity at the initialization as well as
to compute iteratively the hard reliability of the symbols as
shown in Figure 5. Secondly Euclidean distance based feed-
back is used to control the step size of the symbol in the QAM
constellation and move the symbol towards correct position
by removing noise. Precise step size of the feedback scheme
play an important role in improving the BER performance.
The IIDD algorithm can show oscillating behaviour if the
feedback step size is not controlled properly which can results
in performance degradation.

VOLUME 9, 2021

Proposed Algorithm 1
1. Initialization: For 1 <j<n,1 <l <gandl <i<m.
The hard decision symbols z; is obtained from the received
symbol y; after de-mapping by using (20) and (12).
2. Set max iteration k = 1 to L4y

3. Syndrome Check-Sum: if sl(.k) = Z'eN(i) h;, jzj(-k) =0or

j
if k = Iuqx, stop decoding and output z¥) as codeword.

4. Determine the variable nodes contributing to failed
check-sum by (21) and (22).

5. Calculate the votes for each of the variable node by using
(23) and short list the least reliable symbol positions by
24).

6. For | < j < p, compute the flipping function for the
selected number of positions by using (26) and (29).

7. Predict the symbol values zf,k) by (30) for the chosen

number of the symbol positions. If sl(.k) = 0, update the
symbol z](.,k) and go to step 2.

8. If sgk) # 0, adjust the symbol by using (31).

9. The QAM detector updates the hard decision symbol z/(,k)

based on the feedback.
10. k = k 4 1 and go to step 3.

Equations(35,36,37) Yes

(k) _(k (k) No
(251252, A(d);"} o3 Compute
z.H=0 7 EXIs
(k)

v
! Equations(39,40)

Y QAM -
Detector

Equation(45) Equations(41to 44)
(k1)
Y
! Compute Symbol Value
Feedback Selection

FIGURE 5. Proposed Algorithm 2 execution cycle.

In the proposed Algorithm 2, for each check sum s;
connecting to d. variable nodes, a variable node, say v;
with least reliability is chosen based on the Euclidean dis-
tance same as in [27]. Let z;; and zj> be in the quad-
rant ¢ and are assumed as the two most reliable symbols
passed from the QAM detector to the variable node v; in
two configurations. Suppose z; € GF(q) is the least reli-
able symbol, then the two check-to-variable messages from
the detector are {z1,22,...,%j1,---24.J\{z,! # J} and
(z1,22,...,22,...24.}\{zi, | # j}. For each least reliable
variable node among the nodes connected by the same check
node, the detector generates two most reliable symbols as
follows:

NG . k
xJ(’ 1) = arg min ||y](. ) —xgql| (34)
xgE)(q
and the next reliable symbol is generated by:
A (k . k
53 = agmin b —xql (35)
*qExgEQ7E; )
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Letd®) = |y} -

ab111tles for the two symbols X xX; and X X; and the reliability
metric for each variable node vj 1s expressed as:

xgll and dj"z = ||y — xgl| be the radi-
NG ) (k)

Adj(k) represent the reliability of the symbol for correspond-

ing VN. Smaller value of the Ad® shows less reliabil-
ity of the variable node and vice versa. After de-mapping,

zk] = Qlx (k) and z(kz) = Q” x(kz), the pair of informa-

s
tion {z(kl) , sz) , A(d )(k>} are sent to the NB-LDPC decoder at

k + 1" iteration. The position for least reliable variable node
v; among all others VNs connecting to the same check node
s;, 1s selected as:

j=argminAd;, [=1,2,...,d, 37

JEN ()
For this variable node v;, most reliable symbol zj(.kl) and the

next most reliable symbol zj(k) are delivered to the associated

check node s; while for other variable node connected to this
check node s;, only most reliable symbol zj,1 is delivered.
As there are two sets of message sequence from detector
to NB-LDPC decoder, the extrinsic information-sum(EXI)
in (10) results in the following configurations:

! hy2l). it1=j
U(k)— / J NG\ 38)
L B2l +hi2),  otherwi
il l’Zl/ ]+ i.j%] otherwise.
VeN\G.)
and
gty it =)
&.(lk) j EN(!)\/ ) 39)
l hil hmz,/ + h,] 2 ), otherwise.
' eNG\l}

Here (38) shows the extrinsic information-sums of the most
reliable hard decision messages and (39) denotes the config-
uration for next most reliable hard decision based messages.

The concept of iterative hard reliability [7], [30] is used
to find the correct symbol for all those positions having
less reliable information. Suppose z;, being the most reliable
symbol, then it is used for the initialization of the reliability
of asymbol o; € GF(g)toavalue y for1 <[ < ¢:

7/7
R' fr—
il {O,

Here y is the predefined numerical value. Reliability infor-

mation at the current iteration is used to find the most reliable

symbol for the j position through the following expression:
Ifa _ozl e GF(q)

iij_y] = Olj, (40)
otherwise.

RO _

) =RY) +1 (41)

and the reliability information are updated for the next (k +
D™ iteration as follows:

k 1 k
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Proposed Algorithm 2 (E-LJDD)
1. Initialization: For 1 <j<n,1 <l <gandl <i<m.
Signal Detection: The hard decision symbols z;j is obtained
from the received symbol y; by (20) and (12). Also find
&), 219, and Ad") by using equations (34),(35) and (36).
Decoder: If z; = a; € GF(g), thenR;; = y else R;; = 0.
2. Set max iteration k = 1 to [,y .
3. Syndrome Check-Sum: if s(k) = D jeNG) h,,z(k
if k = Lpax, stop decoding and output z¥) as codeword
4. Calculate extrinsic information-sums o by (38) and
(39).
5. Calculate symbol reliability Rj(.’kl) by (41) and update
R}f‘,*” by (42).
6. Select the new candidate symbol value PSR by (43).
7. Adjust the symbol by using (44) and feedback to detec-
tor. Repeat equations (20),(12) (34),(35) and (36).
8. k = k 4 1 for next iteration.

=0or

Equation(21
quation(21) Equations(24, 46)
z(-"’) No
Y QAM- J H=0? ,m‘
Detector k 0 I&‘
Y !

Equation(47) Co;:n}é[):te
. Equation(45) Equations(41 to 44)
(k+1)
v
! Compute Symbol Value
Feedback Selection

FIGURE 6. Proposed Algorithm 3 Execution Cycle.

Based on these reliability information, the new candidate
symbol is selected as follow:

z}kH) = argmax R](',kl)' 43)
aj

In the Algorithm 2, the update rule at detector is given by:
k k
W =y 4 109", (44)

Here f is the scaling factor and 1) and 8% are calculated as
given in equations (32) and (33) respectively.

D. PROPOSED ALGORITHM 3
This proposed Algorithm 3 further simplifies Algorithm 2
by introducing the concept of short listing of the candidate
symbols by voting scheme as shown in Figure 6. In this
proposed algorithm, the variable nodes contributing to the
failure of the check-sum are first short listed and then only
those short listed variable nodes are processed to estimate
the their correct values. This process results in very less
computational complexity as well as require less memory to
store the processed data.

At the decoder, for the hard decision symbol sequence zX),
the candidate symbols are short listed. Suppose § stores the
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Proposed Algorithm 3 (V-L1JDD)
1. Initialization: For 1 <j<n,1 <l <gand1 <i<m.
The hard decision symbols z; is obtained from the received
symbol y; after de-mapping by using (20) and (12).
ifzj =a; € GF(q),thenR;; = y else R;; = 0.
2. Set max iteration k = 1 to I,y
3. Syndrome Check-Sum: if sgk) = DjeNG) hijz/(k) =0or
if k = Lpax, stop decoding and output z¥) as codeword.
4. Calculate the votes for each of the variable node by
using (23) and (45). Now short list the least reliable symbol
positions by (24).
5.For 1 <j < p, calculate extrinsic information-sum Uif];,)
by (46).
6. Calculate symbol reliability R](,k; by (41) and update
R]S’fl* Dby (42).
7. Select the new candidate symbol value y+h by (43).
8. Adjust the symbol by using (44) and feed[])ack to detector
as in (20) and (12).
9.k = k + 1 for next iteration.

positions of all the variable nodes with maximum voting, then
the values of 8 at k" iteration can be calculated as follows:

80 =V, ifvi= vy (45)

for 1 < j < p and p shows the total number of variable
nodes with maximum votes. This reduces the computational
complexity from n number of variable nodes to just few
variable nodes p. Here 8j(,k ) e 8® stores the position of
each variable node with maximum votes and 8*) contains
all those positions of the variable nodes. In other words, §*)
have all the positions of variable nodes having less reliable
information and must be replaced with reliable symbols.

For the short listed candidate symbols 8®_ the normalized
extrinsic information-sum (EXI) for the k™ iteration is calcu-
lated as:

k) _ -1 _ k)
o =hy' > hi % (46)
JENDV

forl <i < m,1 <j < p. The extrinsic information-sum
computation in the IIJDD algorithm [27] takes into account
the first and the second most reliable symbols {z](.ﬁ) ,zj(é) }
while the proposed algorithm 3 does not require the second
reliability value. The symbols value is selected based on the
IHRB algorithm as mentioned in algorithm 2. The feedback to
the QAM detector is used as discussed in the algorithm 1 but

only for the short listed variable nodes 8 at the k" iteration.

IV. NUMERICAL RESULTS AND ANALYSIS

The proposed decoding algorithms for the NB-LDPC code
(n, dy, d.) with d, and d. as the column and row weights
respectively, has been simulated using QAM as the modula-
tion technique and the performance parameters are compared
with IJDD decoding algorithms in literature. The parity check
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FIGURE 7. Comparison of ML and Quadrant QAM Detection.

matrices with d, = 2 in this paper, is based on the con-
struction method given in [29] and are available on the web
site [34]. The ultra-spars parity check matrices are designed
for multiple possible applications and more specifically for
building good NB-LDPC codes in higher order Galois field.
The maximum number of iteration in all the examples are
kept as Imax=15 and the value of y = 1.75. In the following
examples, it is observed clearly from the BER performance
curves that the proposed algorithm 2 performs better than the
IJDD algorithms in litrature. It should be noted that in all
these examples, the QAM modulation order is the same as
Galois field size.

Example 1: In this example, BER performance of quadrant
based detection scheme is compared with the ML QAM
detection. The simulation results are shown for 8,16 and
64 QAM. In the Figure 7, it is clear that the performance
curves of the proposed system model are similar and almost
perfectly overlap on the ML QAM detection. For higher
order QAM modulator like 128 or 256, the BER perfor-
mance curves might not overlap perfectly as the symbols are
close enough to be detected exactly in one quadrant of the
constellation.

Example 2: The construction of NB-LDPC code (45, 2, 3)
in this example over GF'(8) is based on the alist format given
in [34]. In this example 8 QAM modulation has been used
to simulate the proposed algorithms in comparison to the
1JDD and Improved IJDD NB-LDPC decoding algorithms in
literature [27]. The performance curves of various algorithms
under AWGN are as shown in Figure 8. At BER of 1070,
the algorithm 2 is outperforming about 3.5dB from Improved
IJDD. The proposed algorithm 3 is performing about 4.2dB
less than Improved IJDD while outperforming than algo-
rithm 1 as well as IJDD. The proposed algorithm 1 based
on the symbol flipping decoding, is performing around 2dB
better than IJDD algorithm. The step size of the Algorithm 2
is based on the Euclidean distance between the received
symbol and the newly selected candidate symbol which help
in moving the received symbol in correct direction. Also the
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FIGURE 8. BER Performance of NB-LDPC Code (45,2,3) over GF(8).
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FIGURE 9. Average number of iterations verus BER for the (45,2,3) code
over GF(8).

adaptation of the IHRB algorithm to select the candidate
symbol value helps to improve the BER performance of
Algorithm 2.

In this example, Figure 9 depicts the curves for BER
and average number of iterations of various algorithms. It is
visible from the graph that the algorithm 1 converges faster
than the other algorithms. Around the BER 104, the average
number of iterations of the IJDD algorithm and algorithm 1
are equal while the proposed algorithm 3 and the Improved
IJDD algorithm are almost equal with average number of
iteration less than 3 while algorithm 2 has slightly more than
3 iteration.

Example 3: In this example, the LDPC code(45,2,3) over
GF(16) is used to illustrate the BER performance of the
proposed decoding algorithms in comparison to Improved
1JDD and IJDD algorithms. From the BER curves illustrated
in Figure 10, itis observed that the proposed algorithm 1 and 3
perform better than [JDD algorithm and close to the Improved
1JDD algorithm. The performance gap at BER 10~ between
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FIGURE 10. BER Performance of NB-LDPC Code (45,2,3) over GF(16).
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FIGURE 11. BER Performance of NB-LDPC Code(105,2,3) over GF(8).

the proposed algorithm 2 is about 2.5dB while the algorithm
3 is around 2.5 less in performance than Improved 1IJDD
and 2.5dB better than algorithm 1. Algorithm 1 shows an
excellent performance in comparison to IJIDD algorithm. It
is worth mentioning that the algorithms in [6], [7] are using
BPSK modulation while those presented in this paper are
using QAM. The NB-LDPC code (45,2,3) over GF(16) has
been simulated using BPSK modulation to get the BER per-
formance curves for ISRB and V-SFD algorithms as shown
in Figure 10.

Example 4: Here a NB-LDPC code(105, 2, 5) over GF(8)
is simulated using the 8 QAM modulation. The performance
curves for the proposed algorithms and IJDD algorithms
are illustrated in Figure 11. The BER performance curves
depicted in Figure 11, shows that algorithm 2 outperforms by
3.0dB than Improved IJDD at BER 107, The performance
gap between the algorithm 3 and Imrpoved IJDD algorithm
is around 4.0dB while algorithm 1 is around 3.8dB away
from algorithm 2. Algorithm 1 is performing better than
IJDD algorithm by 2dB. An individual decoder and QAM
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TABLE 1. Computational complexity of different non-binary LDPC decoding algorithms per iteation.

Algorithms

Number of operations

GM GA TIA/RA

RC/IC IM/RM

Algorithm 1 v+ Tqdv(de) v+ Tqdy(de—1)

p(dv +1) +p

14 +p) 2(p+p)

Algorithm 2 3ndy 3ndy

2n(q+1)

2n(q — 1) nq

11JDD 3ndy 3ndy

2ndy, +n+2n(q+ 1)

2n(q — 1) 3ng + 4n

EMS 2ndynm Inm (ndy, — 2m)

nm (20nd, — 18m — 12n)

nmloganm (Ind, — 12m — 4n)

1JDD 2ndy, 2nd, —m

nd, +n + 4n

n(2q — 3) 4n

wt-Algo.B 2ndy, 3ndy, —m ndy

ndy nd,

ISRB 2ndy, 2nd, —m

nd, + n2"

2n2" — 2n n2"

V-SFD dy(2de — 1) pdy(dy + 7) +
2dy (de — 1)

p(d% + 2dyr + 4r + 2dy)

nr +p(dy — 1) +2(p — 1)

M-QAM FFT-
QSPA

(2g + 1)ndy 5ndyq

6m + 2qndylogaq

Tm + gndy (dy + de — 2) n(g—1)

IM/IC/TA: Integer Multiplication/Comparision/Adittion; p is the total number of variable nodes stored in 6.
RA/RM/RC: Real Addition/Multiplication/Comparision; GA/GM: Galois Field Addtion/Multiplication;
Notations used: v = ndy, = md. , L = v¢ such that £ < de¢, nm < q.

detector is also added to this example. Algorithm 3 is sim-
ulated without using the feedback to the 8 QAM detector.
The BER performance curves shows that at 10.6db, the indi-
vidual decoder-detector has achieved BER of 1.6037> while
the feedback based joint decoder-detector has achieved BER
of 3.30475. Also at 107, there is around 0.9dB difference
which shows an obvious advantage of feedback based [JDD
algorithm.

Example 5: In this example, a quasi cyclic high column
NB-LDPC code (120, 4, 8) over GF'(8) is simulated using
the 8 QAM modulation. The performance curves for the
proposed algorithms and Improved IJDD algorithm are illus-
trated in Figure 12. The BER performance curves depicted
in Figure 12, shows that algorithm 2 outperforms by 4.7dB
than Improved IJDD at BER 1077, The performance gap
between the algorithm 3 and Imrpoved IJDD algorithm is
around 5.0dB while algorithm 1 is around 1dB away from
algorithm 2 at the beginning and the gap is getting increased
to more than 2.0dB.

From the examples, it is observed that as the order of
the QAM modulation is increased, the Euclidean distance
based QAM detection gets more and more inefficient due
to the symbols placed in more close vicinity. This property
of the QAM modulation effects the iterative joint detection
and decoding as well. The basic concept in IJDD algorithm
is to move the received symbol towards the correct loca-
tion by removing the noise in steps. This step size is very
important and can lead to over or under estimation if it is not
adjusted properly. It is important to note that the effect of the
factor f becomes very sensitive for an increased size of the
M-QAM where M is the modulation order. An adaptive step
size can be investigated in further research to improve the
BER performance.

Soft decision decoding algorithms have high complexity
in comparison to the hard decision decoding [7, 9] which
requires only integer’s addition and multiplications and main-
tain hardware friendly architecture [35]. The soft decision
iterative decoders achieve better BER performance but the
main concerns is the high decoding complexity while on
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FIGURE 12. BER Performance of NB-LDPC Code(120,4,8) over GF(8).

the other hand, hard decision decoding offer low complexity
which is of interest for hardware implementation.

Since in this paper, optimized LDPC codes from literature
are used, therefore EXIT chart [2], [36] and density evolu-
tion [37] are not applied to do the code analysis.

V. COMPLEXITY ANALYSIS

In this section, the computation complexity of the proposed
algorithms is analysed in detail and compared to that of
the Improved IJDD algorithm. Consider an LDPC code
(N, d,, d.) over GF(q) and let § represents the nonzero ele-
ments in the parity check matrix H where y = nd, = md..
At the ML QAM detector, g symbols of the QAM constel-
lation are tested for each of the n received symbol sequence
which results in ng real addition and multiplication. These
operation are reduced to (7 )q for the proposed quadrant based
detection in this paper. The proposed Algorithms 1 and 3
require z; only as opposite to IIJDD algorithm which require
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the pair of {(z1,zj,2), Ad;} information. This results in fur-
ther complexity reduction by 2nq + n real additions.

At the NB-LDPC decoder initialization, md,. Galois field
multiplication and m(d, — 1) additions are required to com-
pute the m check-sum and gn real comparisons are required
to initialize the reliability information in case of Algo-
rithm 2 and 3 only. For Algorithm 2, the update of the extrin-
sic information-sum o; ; needs pair of (z;1, z;,2), therefore,
2md, Galois field multiplications and 2m(d,. — 1) Galois field
additions are required. On the other hand Algorithms 1 and 3
require md, multiplications and m(d. — 1) additions which
means two times less computational complexity than IIJDD
algorithm and Algorithm 2.

In the IIJDD algorithm, a pair of message (v;, An;) is
sent as feedback to the QAM detector while in thg:_ Rroposed

algorithms, only the updated soft information y(.k is used
for the feedback. To compute the feedback y](.k+1), n real

addition and multiplications are required for the proposed
Algorithm 2 while for Algorithm 1, only p real addition
and multiplications are required. To calculate the symbol
flipping function in the Algorithm 1, pd, real addition and
p real multiplications are required. To compute the candidate
symbol value for the position in error, d,, times the check-sum
s; is calculated. Therefore, to predict a single symbol value
from the quadrant QAM constellation, é—ﬁqdv(dc — 1) Galois
field addition and }tqdv(dc) multiplications are required for
the symbols.

Table 1 shows the computational complexity of the
proposed decoding algorithms in comparisons with other
algorithms from the literature.

VI. CONCLUSION

In this paper, three algorithms are proposed for symbol flip-
ping decoding of NB-LDPC over high order modulation.
There is no symbol flipping decoding algorithm for the
M-QAM in the literature. The results show significant per-
formance improvement in terms of the bit error rate and
complexity. The new concept of symbol flipping based IJIDD
is also showing better BER performance for the low column
and row weights in comparison with the IJDD algorithms
in literature. The proposed Algorithm 2 outperforms the
Improved IJDD algorithm while Algorithm 1 and 3 perform
better than IJDD. The step size of the Algorithm 2 is based on
the Euclidean distance between the received symbol and the
newly selected candidate symbol which help in moving the
received symbol in correct direction. The numerical results
and complexity analysis show that the proposed algorithms
using the concept of iterative joint detection and decoding,
offer an appealing trade-off between bit error rate and com-
putational complexity.
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