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ABSTRACT Air supply system is an important subsystem in a PEMFC engine system. Research on the
control strategy of air supply system is of great importance and significance in engineering. In this paper
an intelligent controller based on distributed deep reinforcement learning which exerts better control over
the air flux of a proton exchange membrane fuel cell (PEMFC) air supply system is proposed. In addition, a
collective intelligence exploration distributed multi-delay deep deterministic policy gradient (CIED-MD3)
algorithm is presented for the controller. This improved algorithm is developed on the basis of deep
deterministic policy gradient (DDPG) and adopted the collective intelligence exploration policy which
enables full exploration of the environment. This classification experience replay mechanism is introduced
to improve training efficiency. A number of techniques are employed in an effort to address the Q-value
overestimation problem of the DDPG, including clipped multiple Q-learning, delayed update of policy and
smooth regularization of target policy. Finally, the application of CIED-MD3 (with its better global search
ability and optimization speed) is demonstrated to the model-free PEMFC air flux intelligent controller. The
simulation results show that the proposed controller exerts greater control of the PEMFC air supply system.
Compared with other control methods, the proposed intelligent controller exhibits better control performance
and robustness. The control algorithm proposed in this paper is of significance to future PEMFC air flux
control research.

INDEX TERMS Air supply systems, collective intelligence exploration distributed multi-delay deep
deterministic policy gradient (CIED-MD3), proton exchange membrane fuel cell (PEMFC), air flux control,
intelligent controller.

I. INTRODUCTION
There has been growing application of fuel cell (FC) across
multiple industries in recent years in response to declining
fossil fuel reserves, as well as worsening trends in envi-
ronmental pollution and climate change. Among various
types of fuel cells, the proton exchange membrane fuel cell
(PEMFC) has the advantages of low operating temperature,
high power density, fast response, great stability and environ-
mental friendliness, making it suitable for several kinds of
power generation applications (including mobile generator,
static power, and distributed generation systems) [1]–[3].

However, the PEMFC’s ability to respond to the load
changes is severely restricted as its subsystems may have
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different dynamic characteristics. The cathode air flux of the
PEMFC requires quick and accurate control in order for it to
respond to a change of load in a timely manner according to
different power demands (such as during the start, accelera-
tion, or deceleration of a vehicle, each of which can cause a
continuous sudden change of load) [4]. Lower air flux can
result in insufficient oxygen supply, which will result in a
reduced stack output voltage; a larger cathode air flux will
lead to an increase in parasitic power consumption in the air
supply system [5].

In terms of air supply systems, strategies for control and
modeling have been proposed. Among them, many control
strategies based on model construction, such as inner model
control (IMC) [6], model predictive control (MPC) [7], adap-
tive control, nonlinear model predictive control (NMPC) [9],
model-based sliding-mode control (SMC) [10], nonlinear
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multivariable control [11], and time delay control [12], have
been applied to PEMFC air supply systems. Compared with
one-order SMC methods, high-order ones [13], [14] are
reported to have stronger robustness [15]. The improved
algorithms with regard to Proportional Integral Derivative
(PID) have attracted research attention, resulting in such
innovations as Particle swarm optimization (PSO)-optimized
PID used in the control system of PEMFC [16], a neural PID
controller [17], the fuzzy PID control [18], a controller based
on fuzzy controls combined with PID [19], the application
of feedback linearization for the conversion of a nonlinear to
linear control PEMFC model [20] and a fractional-order PID
(FOPID) controller supported by a nonlinear observer [21].

The stability of operations is crucial for the accuracy and
effectiveness of control actions, especially for air supply
systems. Though the effective control of PEMFC, a complex
nonlinear system, can be partially guaranteed by the strate-
gies mentioned above, the control performance is not at the
highest level due to the failure to accurately identify the air
supply system. The neural network controller, the fuzzy logic
controller (FLC) and other model-free controllers have wide
applications in the field of air supply systems. For instance,
a PEMFC air supply system can be well supported by the
fuzzy logic control method [22]. Nonetheless, sufficient sim-
ulation and offline fine-tuning are required during the use
of fuzzy control methods. Moreover, their applications are
narrowed by the lack of a systematic formulation.

Known as the deep deterministic policy gradient (DDPG),
the deep reinforcement learning algorithm is model-free [23],
[24] and characterized by accurate control and fast response.
Hence, it has been extensively applied to the field of control.
Different from traditional control methods, DDPG achieves
the combination of reinforcement learning’s decision ability
with deep learning’s perception ability [25], thus formulating
a control strategy through interacting with the environment
sufficiently [26], [27]. It is able to adapt to a nonlinear
system’s uncertainty since model recognition is not required.
Despite its wide application in the field of control [28]–[30],
DDPG has not been used to control PEMFCs. It is not suitable
for precision-sensitive objects because of its low exploration
efficiency and Q value overestimation. To improve PEMFC’s
performance in controlling air flux, this paper proposes
the design of a controller which is based on CIED-MD3.
Hydrogen is used as the anode reaction gas in the PEMFC.

The innovations of our proposed method are as follows:
(1) This paper proposes an intelligent controller framework

on the basis of deep reinforcement learning, which has better
adaptivity, control performance and robustness. The output of
the controller can be adjusted according to different states of
the PEMFC so that the PEMFC can meet the real-time con-
trol requirements under different operating conditions. The
controller tempers sudden air flux changes, thus preventing
oxygen deprivation or oversaturation in the PEMFC.

(2) ACIED-MD3 algorithm for the framework is proposed.
This algorithm, which is an improvement on the DDPG, is a
distributed deep reinforcement learning algorithm with great

global search ability and optimization speed. The CIED-MD3
employs the collective intelligent exploration policy (i.e.
multi-actor network based on different exploration principles
and parameters) to enable full exploration of the environment.
The classification experience replaymechanism is introduced
in order to improve exploration efficiency. Various techniques
are also introduced in an effort to address the Q-value over-
estimation problem, including clipped multiple Q-learning,
delayed update of policy, and smooth regularization of target
policy. Finally, the CIED-MD3 algorithm with better global
search ability and optimization speed is applied to the model-
free PEMFC air flux intelligent controller. The simulation
results presented in this paper show that the air flux can
be controlled in a timely and accurate manner. Compared
to controllers based on other methods, the intelligent con-
troller based on the CIED-MD3 offers effective and superior
performance.

The remainder of this paper contains the following: in
section II the PEMFC air supply system model is demon-
strated; section III contains a discussion on the CIED-MD3
algorithm; section IV details the design of the intelligent
controller based on CIED-MD3; in section V the simulation
results are discussed and analyzed; and, the findings in his
paper are summarized in section VI.

II. MODEL OF PEMFC AIR SUPPLY SYSTEM
The PEMFC air supply system consists of the PEMFC stack,
humidifier, air compressor, controller, radiator, hydrogen
tank, gas-liquid separator and other devices [31]. The
schematic diagram of this system is as shown in Figure 3.
The operating principle of system is as follows: the air
compressor is used to compress air into the supply pipe,
and then, the air enters cathode through humidifier; under
high pressure within the tank, the hydrogen in tank enters
anode through humidifier; in the catalyst layer, the hydrogen
molecules are decomposed into protons and electrons. The
hydrogen protons pass through the proton exchange mem-
brane under the effect of electromigration and reach cath-
ode. The hydrogen protons combine with oxygen molecules
under the effect of the cathode catalyst to produce water and
at the same time produce electricity. The air not fully reacted
in cathode is vented to the atmosphere through the return
pipe [14].

A. PRECONDITIONS
In this paper, the mathematical model of PEMFC air supply
system is constructed using themechanismmodelingmethod.
The preconditions include:

1)Assume all gases follow the ideal gas law.
2)Assume the air temperature in electrode equals to the

stack temperature.
3)Assume when the relative humidity of gas is higher than

100%, the vapor will be condensed into the liquid form. The
air transmission process consists of the cathode, supply pipe
and return pipe.

4) The hydrogen is used as the anode reaction gas.
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FIGURE 1. The relation curves between oxygen excess ratio and net
power at different stack currents.

FIGURE 2. Fitting curve for the optimal OER and load currents.

B. CATHODE
Given the conservation of mass, the continuity equation
of nitrogen and oxygen is obtained when the continuous
equilibrium and masses of nitrogen in the cathode and
oxygen’s two components are considered [32]:

dmO2

dt
= WO2,in −WO2, out −WO2,ret (1)

dmN2

dt
= WN2,in −WN2, out (2)

where mO2 and mN2 are the masses of oxygen and nitrogen
respectively;WO2,in andWN2,in represent the flows of oxygen
and nitrogen entering the stack; WO2,out and WN2,out are the
flows of oxygen and nitrogen flowing out of stack; WO2,ret is
the flow of oxygen consumed due to reaction in the stack.

Oxygen excess ratio (OER) is a key variable that sig-
nificantly influences the fuel cell system’s performance,
expressed as

λO2 =
WO2,in

WO2,ret
(3)

Figure 1 shows oxygen excess ratios and the net power at var-
ious stack currents. Figure 2 presents a lookup table generated
by OER for the maximum net power under the load current.

C. ANODE
Hydrogen is used as the anode’s reaction gas and supplied
by a high-pressure tank, where a valve controls its flow.

A high-energy source and the quick regulation of hydrogen
flow are guaranteed. The control of the flow rate can help
narrow the pressure gap between the exchange membrane’s
two sides, i.e., between the anode and cathode. A linear
relationship exists between the control of the hydrogen in
the anode and the pressure difference. The hydrogen flow
is assumed to be under the direct control of the pressure
gap’s feedback. Yet, it is hard to directly measure the anode
and cathode’s pressure. Therefore, we apply a controller to
the pressure of the cathode supply manifold. In terms of
the anode, we assume that the supply manifold is small and
inseparable from the anode volume, resulting in the same
pressure. Thus, we express the anode pressure met by the
controller as

Wan,in = K1 (K2psm − pan) (4)

where prm is the return pipe’s pressure and prm is the hydrogen
pressure, K1 = 2.1, K2 = 0.9.

D. SUPPLY PIPE
The connection parts between the pipe and air compressor/
cathode runner are included in the cathode’s supply pipe. The
mass inflow and outflow of the supply pipe areWcp andWsm,
respectively. Thus, we get from the conservation of mass as
well as energy [33]:

dmsm

dt
= Wcp −Wsm (5)

dpsm
dt
=
γRa
Vsm

(
WcpTcp −WsmTsm

)
(6)

where msm and psm are the mass of air and the pressure in the
supply pipe, respectively; γ is the air’s specific heat ratio; Ra
is the air’s gas constant; Vsm is the supply pipe’s volume; Tcp
is the temperature of the air compressed into the compressor;
Tsm is the air temperature in the supply pipe.

E. RETURN PIPE
When designing the return pipe, we need to take temperature
changes into account. The gas temperature Tm in the return
pipe is the same as that of gas leaving the cathode. According
to the ideal gas law and the conservation of mass, the pressure
prm of return pipe is expressed as,

dprm
dt
=
RaTrm
Vm

(Wca −Wrm) (7)

whereWca is the air flux in stack cathode;Wrm is the air flux
at the outlet of return pipe; Vrm is the volume of the return
pipe.

F. AIR COMPRESSOR
Figure 3 illustrates the system controlling PEMFC air flux.
Referring to the model’s dynamic characteristics from [32],
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FIGURE 3. PEMFC air flux control system.

we obtain the air compressors rotational model as:

Jcp
dωcp

dt
= τcm − τcp

τcm = ηcm
kt
Rcm

(vcm − kvω)

τcp = Wcp
CpTatm
ωηcp

( psm
patm

) γ−1
γ

− 1


(8)

where Jcp, ωcp, τcm, and τcp are the compressor’s rotational
inertia, speed, motor torque and load torque, respectively;
kt , Rcm and kv are the motor constants; ηcm and vcm are the
motor’s mechanical efficiency and control voltage, respec-
tively; Cp is the air’s specific heat capacity; ηcp is the com-
pressor’s efficiency; patm is the atmospheric pressure; Tatm is
the temperature.

III. INTELLIGENT CONTROLLER BASED ON CIED-MD3
A. DEEP REINFORCEMENT LEARNING
The reinforcement learning (RL) [34] is one of the paradigms
and methodologies of machine learning, which is used to
describe and solve the problem that how the agent realizes
maximal reward or achieves specific goal based on learning
policy during its interaction with the environment.

The deep reinforcement learning combines the perception
ability of deep learning with the decision ability of reinforce-
ment learning, which can directly develop control strategy
according to the state of environment. It is an artificial intel-
ligence (AI) method closer to human thinking.

B. CIED-MD3
The collective intelligence exploration distributed multi-
delay deep deterministic policy gradient (CIED-MD3) is
a deep reinforcement learning algorithm expanded on the
original DDPG [25]. To address the Q-value overestimation
problem [25], the algorithm employs three techniques: the
clipped multiple Q-learning, policy delayed updating, and
smooth target policy regularization, so that the algorithm can
achieve better stability and higher training efficiency.

During update of parameters, the traditional reinforcement
learning algorithm adopts single neural network in agent for
continuous update. This will lead to significant redundancy
in the information utilized during update of agent, which will

cause slow parameter update and tendency to fall into local
optimum, particularly for the DDPG with high requirement
for exploration ability. During training, if only one actor net-
work is employed for environment exploration, the diversity
of samples cannot be guaranteed. In order to solve this prob-
lem, this paper introduces the three techniques including clas-
sification experience replay mechanism, distributed training
framework and collective intelligent exploration policy into
the CIED-MD3, so as to enable the algorithm to improve the
exploration efficiency and achieve better optimization results.
The training framework and flow are shown in Figure 4 and
Figure 5.

C. TRICKS
1) CLIPPED MULTIPLE Q-LEARNING
Inspired by the double-deep Q-learning (DDQN) [35]
method, the current actor network is responsible to select
optimal action. the policy can be evaluated by the target critic
network:

yt = r (st , at)+ γQθ ′
(
st+1, πφ (st+1)

)
(9)

The target value is calculated by the clipped multiple
Q-learning method in the CIED-MD3:

y1t = r (st , at)+ γ min
i=1,2,3

Qθ ′i
(
st+1, πφ1 (st+1)

)
(10)

2) POLICY DELAYED UPDATING
After the critic network is updated for d times, the actor
network will be updated once.

3) SMOOTH TARGET POLICY REGULARIZATION
Stochastic noise will be added to the target policy and the
values of a mini-batch are averaged for the implementation
of smooth regularization:

yt = r (st , at)+ Eε
[
Qθ ′

(
st+1, πφ′ (st+1)+ ε

)]
(11)

A stochastic noise is added to the target strategy:

yt = r (st , at)+ γ min
i=1,2,3

Qθt
(
st+1, πφ′ (st+1)+ ε

)
(12)

ε ∼ clip(N (0, σ ),−c, c) (13)

where ε is the noise added andmini=1,2Qθt (st+1, πφ′ (st+1)+
ε) is the minimum Q value.

4) DISTRIBUTED TRAINING FRAMEWORK
The CIED-MD3 adopts the distributed reinforcement learn-
ing training framework, which involves multiple explorers,
one learner and two experience buffer pools. The learner
includes three critic networks and one actor network. Each
explorer includes one actor network and has its own network
model as well as environment. Multiple explorers explore
the environment in a parallel way. First of all, the explorer
generates experience based on its own environment, and adds
the experience to the two experience buffer pools according
to the standard. Then, the learner samples the experience from
the experience buffer pools based on the standard and keeps
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FIGURE 4. Distributed training framework of PEMFC intelligent controller based on the CIED-MD3.

learning. Finally, the actor network among explorers updates
its network parameters regularly based on the latest actor
network of learner.

5) COLLECTIVE INTELLIGENT EXPLORATION POLICY
This paper adopts three different exploration principles: the
greedy strategy, Gaussian noise and Ornstein-Uhlenbeck
(OU) noise [25]. The actor network in different explorer
employs different exploration policy.

In Q-learning, the ε-greedy strategy means selecting an
action within the action space that has some probability.
Hence, referring to Q learning’s exploration policy, we set
that policy of the actor network in 12 explorers as the greedy
strategy, and call it the ε-explorer, the action of which is
expressed as:

alε =

{
π lθ (s) With ε probability
alrand With 1− ε probability

(14)

where π lθ (s) is the actor network policy of lth ε-explorer and
arand is the action within the total action space.
Furthermore, we take the actor network’s exploration pol-

icy in 12 explorers as the OU noise, called the OU-explorer.
Random OU noise that has different variances is applied,
leading to different noises in different explorers. This method
effectively reduces sample repetition.

The action of OU-explorer is shown as follows:

ajOU = π
j
θ (s)+N j

OU (15)

FIGURE 5. Flow of CIED-MD3.

where π jθ (s) is the actor network policy of jth OU -explorer
and NOU is the OU noise.
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FIGURE 6. PEMFC air flux control based on the CIED-MD3.

In addition, the Gaussian noise is obtained by the actor
network’s optimization policy in 12 explorers, called the
Gaussian-explorer. Similarly, in different explorers, we apply
a random Gaussian noise that has different variances.

amGaussian = π
m
θ (s)+Nm

Gaussian (16)

where πmθ (s) is the actor network policy of mth Gaussian -
explorer and NGaussian is the Gaussian noise.
As a result, by employing the above exploration policy

based on different principles, the randomness and diversity
of samples explored by explorers can be enhanced.

6) CLASSIFICATION EXPERIENCE REPLAY
Given the application of the experience replay mechanism,
we further employ the immediate reward standard and the
classification experience replay method. Experience samples
are stored by two CIED-MD3 experience buffer pools that
are independent. When the network model is initialized, for
all samples in the two pools, we set the average immediate
reward value as 0. Then we compare the immediate reward
value with the value of one sample. When the latter is larger
than the average value ra for all experience samples, we
will store this sample in pool 1; otherwise, we store it in
pool 2. Then the average immediate reward value will be
updated.

IV. DESIGN OF INTELLIGENT CONTROLLER BASED ON
THE CIED-MD3
For the intelligent controller based on the CIED-MD3, the
specific control strategy is shown in the Figure.6. Because the
CIED-MD3 is adopted as the control algorithm of controller,
the control interval is set as 0.01s according to the system
response speed. The control objective is to make the PEMFC
air flux strictly and accurately follow the reference air flux
and make the oxygen excess ratio precisely tracking the
reference value of oxygen excess ratio.

A. ACTION SPACE
The objective of air flux control is to control the motor
voltage of air compressor, so as to control the air compres-
sor and further control the air flux. In order to achieve the
above objective and facilitate optimization at the same time,
the action a is set as U /100, so that the action space will be

within the range of [0,10]. The actual voltage obtained by the
motor of air compressor is U , as shown in (17).{

a = [U/100]
0 ≤ U ≤ Umax

(17)

where U is the motor voltage of air compressor, and Umax is
the upper limit of motor voltage of air compressor.

B. STATE SPACE
The states include the error e(t) (air flux error) between the
real air flux and reference air flux, its integral to t , and the air
fluxW (t), it is shown in (18).

[e(t)
∫ t

0
e(t)dt W (t)] (18)

C. REWARD FUNCTION
the comprehensive reward function i is represented as:

r(t) = −
[
µ1e2(t)+ µ2a2(t − 1)

]
+ β (19)

β =

{
1 e2(t) ≤ 0.01
0 e2(t) > 0.01

(20)

where t is the discrete moment, e(t) is the air flux error at
moment t; a(t−1) is the action of agent at moment t−1; β
is the control reward term and when the control error e(t) is
no bigger than 0.01, a positive reward will be granted to the
agent.

V. SIMULATION
In order to achieve better control of the air flux in the offline
training process, the control interval is set to 0.01s. More-
over, to ensure randomness and diversity of samples, a step
load current with varying amplitude (from 100 to 200A) is
introduced into PEMFC for training, and the training interval
of each episode is set to 5s. The parameters used in the
model are given in Table AI. The fuel cell stack employs
75kW stacks used in the FORD P2000 fuel cell prototype
vehicle [36]. The active area of the fuel cell is calculated
from the peak power of the stack. The compressor model is
based on the Allied Signal compressor detailed in [37]. The
membrane properties of Nafion 117 membrane are obtained
from [38]. The values of volumes are approximated from the
dimensions of the P2000 fuel cell system. The training graph
is shown in Figure 5 and the relevant parameters are listed
in Table 1. Both the simulationmodel and programs described
in this paper have been developed using a server consist-
ing of 48 CPUs. The single CPU is a 2.10GHz Intel Xeon
Platinum processor, and the RAMof the server is 192GB. The
simulation software package used is MATALB/Simulink ver-
sion 9.8.0 (R2020a). The operating parameters are as follows:
anode and cathode gases of the fuel cell are fully humidified,
the working pressure ranges from 0.14MPa to 0.22MPa, and
the working temperature is 353K.
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TABLE 1. Parameter settings.

FIGURE 7. Training chart.

A. PARAMETER SELECTION
The weight coefficient used in the reward function and the
hyperparameters in the offline training process are designed,
as shown in Table 1.

B. PRE-LEARNING
The training graph is shown in Figure 7 and the relevant
parameters are listed in Table I.

In Figure 7, the curves represent the average of correspond-
ing episode rewards for various algorithms. Among them,
both TD3 andDDPG algorithms show a slow pace of learning
and exhibit visible oscillation during the learning process.
In comparison, CIED-MD3 algorithm undergoes a relatively
steady learning process, and its final average reward value is
high, suggesting that the CIED-MD3 algorithm based on col-
lective intelligent exploration policy is effective in working
out an optimal solution with a higher value. In the meantime,
applying the distributed optimization method requires many
different types of explorers to perform optimization simul-
taneously for the CIED-MD3 algorithm to converge to the
optimal solution sooner, which implies that the distributed
training method is effective in improving the quality of solu-
tion as obtained.

C. ONLINE TEST
1) LOAD ADDING/SHEDDING CONDITION
During the simulation process, it can be found out that the
time it takes to shift from Unstable state to steady operation
is far less than 10s. Hence, the operating time of working
condition is set to 4s, which is a precondition for analy-
sis. Under the load adding condition, at 1s, the load cur-
rent instantly increases from 100A to 160A. While under
the load shedding condition, at 1s, the load current drops
from 100A to 160A momentarily. The result of simulation is
shown in Figure 8(a)∼(d) and Table 2. According to Table 2,
the rise time represents the time taken to reach the median
between two reference values, and the stable time refers
to the time taken to stabilize within the range of 0.01%
of e reference value. In order to prove the availability of
the CIED-MD3 controller, the TD3 controller, DDPG con-
troller [25], PSO-fuzzy-PID controller [16], Fuzzy-PID con-
troller [19] and PID controller are used as the examples. The
PEMFC parameters are shown in Table 3.

As shown in Figures 8(a)∼(d) and Table 2, under the
load adding/shedding condition, the CIED-MD3 controller
can adapt to the fast change in load and the change in air
flux caused by load change. The PEMFC controller therefore
possesses greater adaptability and is an improvement on other
controllers due to small overshoot and short response time.
During the air transmission system’s response, the small over-
shoot prevents the occurrence of oxygen over-saturation or
deprivation in the PEMFC that can result from the significant
fluctuations during transfer of air from the air compressor
to the PEMFC. The short time of the dynamic response is
conducive to ensuring sufficient PEMFC response speed,
which improves the operating efficiency of the cell. Hence,
other control algorithms are outperformed by CIED-MD3.
Even though the PID controller is capable of making a fast
dynamic response, it still requires big overshoots. The fuzzy-
PID and PSO-fuzzy-PID controllers are prone to overshoot
and oscillation. The CIED-MD3 controller proposed in this
paper can exhibit better control performance and achieve
a higher level of stability under the load adding/shedding
condition.

Within the motor control system, the short response time
and small overshoot are achieved via a compromise on the
stability of the motor. In order to reach a high jump speed
within a short space of time, the motor requires a high jump
driving acceleration as the motor is required to reach a wider
jump amplitude of output voltage quickly. To verify this
statement, the output voltage of the motor is analyzed in
this paper. According to the output voltage of the motor,
as shown in Figures 8(e) and 8(f), when step change occurs
with the load current, the output voltage of the instantaneous
controller is changed abruptly to control the air flux. Under
the load adding condition, at 1s, the output voltage of the
CIED-MD3 controller will increase from 140V to 200V
instantaneously. While under the load shedding condition,
the output voltage drops sharply from 150V to 75V, and the
voltage of air compressor exhibits significant fluctuations.
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TABLE 2. Response parameters of PEMFC air transmission system.

FIGURE 8. Simulation results of PEMFC under load adding/shedding conditions.

Similarly, the other two RL controllers – the TD3 controller
and DDPG controller – in order to obtain a faster response to

the air flow, also accommodate different degrees of changes
to motor voltage. Under the load adding condition, the peaks
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TABLE 3. PEMFC parameters.

of the controllers are 165V and 162V respectively. Under
shedding load conditions, their minimum values are 114.5V
and 117.8V. However, because their dynamic response speed
is not as fast as that of the CIED-MD3 controller, the instanta-
neousmotor output voltage change is not as large as that of the
proposed controller. Conventional control controllers such as
PSO-fuzzy-PID, fuzzy-PID and PID have a slow response
speed; as a result, there is no sudden change in the motor

voltage, which slowly increases and oscillates and finally
stabilizes to the reference value.

2) RANDOM DISTURBANCE CONDITION
In order to verify the robustness and control performance of
the controller proposed on the basis of CIED-MD3, the ran-
dom load is adopted in the system, as shown in Appendix,
where the disturbance lasts 5s each time, and the overall
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FIGURE 9. Simulation results of PEMFC under random load condition.

simulation time is 30s. The simulation results are shown
in Figure 9(a)∼(d).

As shown in Figure 9(a), since the proposed method has
already learned many samples under different load condi-
tions during offline training, it shows high adaptivity and
robustness, which makes it capable of arriving at an optimal
decision automatically under current state conditions. There-
fore, even in the case of varying load disturbance, the pro-
posed method is still capable of applying a steady control on
air flux, thus attaining optimal control performance. During
varying load conditions, the controller disciplines the actual

air flux with the aid of a reference air flux value. Furthermore,
the better control performance and high robustness of the
CIED-MD3 controller enable the PEMFC to enforce a steady
regulation of the oxygen excess ratio during load change
disturbances, as shown in Figure 9(b). In addition, it can apply
changes to net power and render the stack voltage steadier,
as shown in Figures 9(c)∼(d).

In Figure 9(e) it can be seen that the peak hydrogen flow
of the CIED-MD3 controller is the highest during the entire
simulation process. This is because during earlier stages of
load change, such as 5s, 10s, 15s, 20s and 25s, the CIED-MD3

VOLUME 9, 2021 7505



J. Li, T. Yu: Intelligent Controller Based on Distributed Deep Reinforcement Learning for PEMFC Air Supply System

FIGURE 10. Application of CIED-MD3 air flow controller device.

FIGURE 11. Load current of PEMFC under random load conditions.

controller has the fastest response speed (in relation to air
flow), which produces a rapid rise in air pressure. According
to Eq. (4), as prm rises, the flow rate of hydrogen also rises
rapidly. Over time, the pressure on both sides of the exchange
membrane gradually reach a state of parity, and the hydrogen
flow rate becomes stabilized. The same phenomenon also
occurs in other RL controllers. In addition, with a conven-
tional controller, such as the PSO-fuzzy-PID, fuzzy-PID and
PID controllers, due to their slow response rate, the hydrogen
can be adjusted smoothly in the early stage. However, if there
occurs a swing of air flow in the later stage, the hydrogen flow
of PSO-fuzzy-PID and fuzzy-PID start to swing too, which is
not conducive to the stable operation of the PEMFC.

In summary, the CIED-MD3 controller is judged as appli-
cable to an actual air supply system due to its advantages
of short response time, fast response speed, and its excellent
dynamic and static performances.

D. OUTLOOK OF THE CIED-MD3 IN REALITY
In order to prove that the proposed algorithm works in reality,
this paper proposes a conceived CIED-MD3 air flow con-
troller device. The device consists of four components: micro-
controller, PEMFC sensors, PEMFC actuator, and Nvidia
Jetson TX2 module.

The PEMFC is equipped with sensors that can measure
instantaneous air flow and other related variables. In online
applications, the microcontroller can send commands to the
DCmotor actuator of the air compressor, receive sensor read-
ings and perform simple calculations. However, the function
of this microcontroller cannot adequately execute the neural
network policy learned from deep RL. For this reason, this

device requires installation of a Nvidia Jetson TX2 module
in order to perform neural network inference. The TX2 mod-
ule communicates with the microcontroller via the universal
asynchronous transmitter (UART). In each control interval,
the sensor’s measurement data is collected on the microcon-
troller and sent back to TX2 module, where they are fed into
a neural network policy to determine the action to be taken.
These actions are then transferred to the microcontroller and
executed by the actuator. This process is shown in Figure 10.

VI. CONCLUSION
In summary, the main contributions of this work to the field
are as follows:

1) This paper has proposed an intelligent controller for
the air supply system of the PEMFC, which can be achieved
with the assistance of a CIED-MD3 algorithm. This algorithm
has been developed from the original DDPG and it accom-
panies a collective intelligent exploration policy, which in
turn employs a multi-actor network of different parameters
and exploration principles in order to conduct distributed
exploration in the environment. In addition, various other
techniques are used to overcome the Q-value overestimation
problem of DDPG. Consequently, this adaptive reinforce-
ment learning control algorithm with great global search
ability and optimization speed can implement fast control in
accordance with a small range of PEMFC states.

2) The simulation of the PEMFC under different load con-
ditions, and the comparative analysis of controllers operating
on different principles, have shown that the CIED-MD3 con-
troller can meet the real-time control requirements of an air
supply system under different operating conditions during
load current changes.

3) The CIED-MD3 algorithm proposed in this paper is a
model-free control algorithm, which has better control per-
formance, andwhich speeds up convergence, reduces training
costs, and increases the generalization and adaptability of
the controller. In view of these properties, there is consid-
erable scope for its application in real-world PEMFCs in
the foreseeable future. In future studies we aim to apply the
algorithm to an actual system and verify the effectiveness
of the method through a series of experiments. In addition,
we aim to develop an improved algorithm by proposing more
tricks with the aim of improving the generalization of the
algorithm and enabling online learning.

APPENDIX
See Table 3.
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