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ABSTRACT Smart city is a transformative and progressive vision that aims to revolutionize infrastructure
systems and public services in an urban area with modern information technologies. Its ultimate goal is to
greatly improve the livability Quality of Service (QoS) of its citizens and to optimize the utilization of its
assets and natural resources sustainably. One of the key technical attributes in smart cities is to deploy a
large number of sensors to collect data to enable real-time and intelligent decisions for various city functions
and citizen needs. Many of the data have strict security requirements as they are either private to citizens
or sensitive to critical infrastructures. As a result, how to securely and efficiently deliver and process the
dramatically increasing volume of data becomes one of the grand challenges in materializing the smart
city vision. In recent years, Software-Defined Networking (SDN) has emerged as a leading communication
infrastructure candidate for smart cities. While many efforts have existed to research, prototype, and even
deploy SDN on a small scale for some smart city applications, there is still a lack of cohesive understanding
about SDN’s impact on the secure communication need of smart cities. In this paper, we conduct a
comprehensive survey of the core functionality of SDN from the perspective of secure communication
infrastructure at different scales. A specific focus is put on the security threats and challenges in accordance
with SDN plane-based architectures for various smart city-enabled applications. We further systematically
categorize the state-of-art solutions and proposals to apply SDN to support typical smart city applications,
such as transportation, health, and energy applications. Lastly, we cast a holistic view of future research
trends.

INDEX TERMS Communication system, OpenFlow, security, smart city, software defined networks.

I. INTRODUCTION
The smart city initiative intends to provide innovative
solutions that are primarily relying on information and com-
munications technology (ICT) to enhance the urban area’s
daily life and improve local sustainability in terms of peo-
ple, governance, economy, mobility, environment, and liv-
ing [1]. Through the broad deployment of smart sensors
and actuators, a smart city exploits physical and cyber
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spaces and involves various distributed systems and services
implicated in complex linkages to other systems towards
delivering new data-oriented intelligent functionalities [2].
A smart city may consist of many application components
such as smart education, smart health, smart transportation,
and so on, as shown in Figure 1. These components are
classified in several main dimensions, including, but not
limited to, a technological dimension, human dimension, and
institutional dimension [1].

Smart city services rely on ubiquitous information connec-
tivity and processing platforms to users with services and the
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FIGURE 1. Main components of smart city applications.

things around them [3]. An advanced networking service plat-
form is herein a prerequisite to render such services smarter
to shape the smart city vision.

Security is a key requirement in networking environments.
It ensures the capability to maintain and deliver an agree-
able level of information and service protection in the face
of attacks and failures. The issues for networking-enabled
services typically include misconfiguration over scaled nat-
ural disasters, misimplementation of security policies, and
targeted attacks.

The legacy local-area network (LAN) or Internet-based
decentralized communication infrastructures are deemed to
be not prospective in a smart city under the effect of
data-burst, specifically, with rigorous security and real-time
Quality of Service (QoS) requirements. The challenges only
became more aggravated by the need to extend networking
services into cloud computing, Internet of Things (IoT) sys-
tem, and big data infrastructures in typical smart city settings.

To a great extent, recent community consensus is
that Software-Defined Networking (SDN) is a remarkable
paradigm choice in building the smart city communication
infrastructure to meet the performance and security require-
ments of smart city services and applications [4].

A. NEED OF SDN IN SMART CITY COMMUNICATION
INFRASTRUCTURES
Smart cities strive to enable a broad range of smart devices,
applications, and systems to be embedded in an ambient
environment. Smart devices range from sensors integrated
into wearable equipment (e.g., watches and clothes), actu-
ation and automation-enabled devices, to control systems
in smart homes and buildings, sensors integrated into vehi-
cles and on-board units for car maintenance and accident
avoidance, and so on. These smart devices, control systems,
automation technologies, and network elements, such as

forwarding devices and routing devices, are merged together
into the common communication platform that enables smart
cities [5].

SDN was actually one of the leading foundational tech-
nologies being leveraged to shape the smart city vision. For
example, Abhishek et al. [6] that presented a service priority
adaptive approach to handling emergency traffic in smart
cities and He et al. [4] proposed an SDN-based solution to
improve the mobile edge computing and caching for a smart
city using a big data deep reinforcement learning approach.
In addition to its advantage in the most basic network func-
tions such as the routing and end-to-end performance opti-
mization [7], what makes SDN appealing to the smart city
vision also lies in its three unique characteristics: (1) a logi-
cally centralized control plane to enable efficient global view
and control, (2) programmability to enable in-situ configu-
ration (3) virtualization that provides isolation and resource
sharing between applications running in the same physical
infrastructure.

However, the development of networking and security
solutions leveraging SDN capabilities could present a plat-
form for new attack vectors [8] for adverse users, and there-
fore network threats and exploitation. For example, Denial of
Service (DoS) [9], Link Discovery Service (LDS) exploita-
tion [8], [10], and Man-in-the-Middle (MITM) [8] have been
proved serious attacks. SDN has been proven to provide flex-
ible, simple, and programmable networking environments.
Indeed, the programmability characteristic of the SDN infras-
tructure layer grants a dynamic and cost-effective configura-
tion for networks in support of smart cities. For instance, SDN
can be deployed to control and regulate IoT in smart city net-
worked systems, by expanding connectivity to smart homes
using capacity sharing [11], to assure security in smart city
routing devices [5] and mobility control in clouds [12], [13].

Although researchers have been proactive in researching
the latest SDN technologies to guarantee secure SDN-based
communication systems, there still exist many technical chal-
lenges that need to be addressed:

1) In reality, SDN-enabled networks only account for
some portions of the overall network infrastructure.
In the foreseeable future, we believe that a wide-area
network would be a hybrid environment consisting of
some interconnected SDN domains around the cloud’s
sites or data centers.

2) The wide-area network will still consist of multiple
domains, where multiple network segments would pro-
vision end-to-end security with possibly different QoS
requirements.

3) In spite of many existing studies on SDN security, only
a little work has been done to satisfy the need for
reliable real-time communications in smart cities.

In legacy networks, security is regarded as add-on as it
heavily depends on manual configuration-based solutions.
Thus, in order to achieve high-level security applications,
administrators need to configure each corresponding network
entity according to vendor-particular low-level commands.
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These manual security configurations (i.e., firewalls, IPSec,
intrusion detection and prevention system (IDPS)) on a dis-
tributed set of network entities are vulnerable to inter-domain
policy conflict and configuration and implementation errors,
which may lead to earnest security ivulnerabilities and
breaches [14].

Contrariwise, SDN improves security in a networking-
enabled environment due to its centralized control of the
network system and holistic visibility of the network behavior
and run-time manipulation of inserting/pushing forwarding
rules [15]. Therefore, the SDN non-distributed management
of network allows for amore efficient enforcement of security
policies and reduction of their conflicts. Additionally, secu-
rity implementations such as securitymonitoring applications
could efficiently inquire flow samples from data-paths via
an SDN controller [16]. Once security analysis is finished,
the monitoring application may guide the data path com-
ponents to take action by either denying incoming traffic,
redirecting the traffic to security-based middle boxes, or even
restricting the traffic within a particular network authority.
Moreover, SDN grants an efficient update of security appli-
cations and policy implementations. It allows for appending
security modules at the controller platform instead of chang-
ing the hardware or even updating its firmware [16].

As the SDN controller detaches and centralizes the con-
trol plane of a network, it allows for the enforcement and
automation of security policies due to the programmability
features of the SDN controller. Therefore, SDN can deal with
network threats and malicious traffic at runtime by leverag-
ing applications of network security. To better represent an
SDN architecture, Figure 2 depicts the main planes/layers of
SDN and their functionalities. The three planes are shaped as
follows:

FIGURE 2. A high-level overview of SDN architecture layers.

TABLE 1. A list of acronyms used in this article and corresponding
definitions.

• Control Plane: It is a centralized control structure that
embraces a network operating system (NOS). This layer
provides hardware-based abstractions to SDN applica-
tions as well as a holistic view of the entire SDN-enabled
network [15], [17].
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TABLE 2. Comparison of existing survey papers about SDN integration in smart city communication systems. 3, 7, and Q indicate that the topic is well
covered, uncovered, and partially covered, respectively.

• Data Plane: It is also called the infrastructure or for-
warding layer. It consists of integrated forwarding
components and a set of rules to direct networking
traffic according to the instructions from the control
plane [15], [17].

• Application Plane: It consists of SDN-based applica-
tions of different operations and functionalities, includ-
ing, but not limited to, network security and policy
services, as well as implementations [15], [17].

Unlike a legacy network, the SDN rules for data handling
are placed and executed as a software module instead of
decentralizing them in various firmware or hardware. This
capability provides a run-time installment of security solu-
tions and policies. Security solutions can be implemented
and configured in the application layer of an SDN controller
that inquires about networking resources and state, as well as
packet samples from the control layer through an interface
called north-bound. Therefore, these security implementa-
tions would lead to networking flow towards the security
systems of a higher level through the south-bound interface
via the SDN control layer. As an SDN controller guarantees a
global view of the entire networkwith its logically centralized
control, this leads to compromising the entire networking
system once the SDN itself is compromised because it allows
the control layer to interact with network applications.

B. CONTRIBUTION OF THIS SURVEY AND COMPARISON
WITH RELATED ARTICLES
Existing studies, such as [16], [35] and [36], include an
analysis of security issues and their associated solutions and
frameworks in SDN. Nevertheless, these studies are limited
in scope and do not include recent research advances. In our
paper, we present an up-to-date and comprehensive analysis
of our surveyed topic. Table 2 demonstrates the novelty of our
work and presents survey articles related to communication
infrastructures in smart city and smart city-enabled services
and applications with regard to SDN. The literature review
presented in Table 2 varies from definitions of smart city com-
munication infrastructure [18], [24] to SDN-enabled smart

services and devices in smart city [19], [22], [28], [37], and
[30]. However, while SDN and its security in the context of
smart city are either uncovered or partially covered in these
literature reviews, our survey focuses on SDN applicability
to smart city and security threats due to integration in the
communication infrastructure.

Specifically, the contributions of our survey work is
delineated as follows:

• We define concepts, architecture, and communication
infrastructure of smart city.

• We motivate the need for SDN integration in smart city
communication infrastructures.

• We review current security challenges in each SDN
layer.

• We review current solutions and proposals to improve
security in SDN with respect to each layer.

• We present SDN-enabled applications and smart ser-
vices in the context of smart city.

• We discuss security vulnerabilities related to the integra-
tion of SDN in smart city communication infrastructures
and services.

• We provide a taxonomic summary of existing proposals
and solutions to improve security of SDN-enabled com-
munication systems in smart city.

• We discuss open research problems and future research
directions to enhance both resiliency and applicability of
SDN in smart city communication infrastructures.

Our article contributes to open research problems on the
integration of SDN into smart city communication architec-
ture and design. It can comprehensively serve as a resource
for information security and privacy, network reliability,
and smart services and computing technologies efficiency in
smart environments.

C. ARTICLE STRUCTURE
A list of acronyms used in this survey article is presented
in Table 1 and Figure 3 presents the roadmap of our article
whose organization is as follows.
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FIGURE 3. Roadmap of the paper.

Section II provides an overview and discussions about
SDN components, implementations, and dedicated technolo-
gies in the smart city. Section III discusses research stud-
ies for smart city use cases along with SDN-based security
solutions. The section also provides an up-to-date taxonomic
classification of the presented research studies with regard to
smart applications and services. While Section IV presents
state-of-the-art secure SDN architectures for smart city com-
munication networks, Section V gives research trends and
future directions of this research. Lastly, Section VI presents
concluding remarks and a summary of our article.

II. SDN IMPLEMENTATIONS & DEDICATED
TECHNOLOGIES IN SMART CITY
SDN is an emerging paradigm of networking that intents
to supersede the limitations of legacy networks. The worth
of SDN lies in its capability to guarantee coherent policy
enforcement, better scalability, and holistic visibility through
centralized management and network programmability. The
future generation of security solutions will benefit from the
riches of network state and resource information available in
SDN to enhance security policy enforcement, traffic abnor-
mality revelation, and attenuation.

SDN separates the forwarding features from control
and network management, which means that the net-
work control traffic is detached from forwarding entities
(e.g., OpenVswitch devices). Therefore, the SDNdata layer is
in charge of communicating with these individual forwarding
entities that are eventually managed by the SDN controller.

This plane-based abstraction allows for a programmability
and efficient management of network services.

The vast majority of the proposed SDN security solutions,
proposals, and frameworks consider OpenFlow [65] as a
defacto protocol of SDN. Therefore, we present the SDN
layers with regard to OpenFlow standardization. Figure 2
shows an SDN infrastructure and its layers decoupling. Based
on the SDN planes decoupling aspect presented in Figure 2,
the security applications and policies can be implemented
and configured via the SDN application layer, whereas the
network flows can be directed to another security applications
(e.g., middle boxes) through the control layer.

According to OpenFlow protocol specifications, security
systems need to be placed over the SDN control layer, and the
SDN controller must grant a network view that is unified and
clear in order to render security threats and violations easy to
spot as well as security policies installment [66].

The existing SDN controllers can be classified into
two sets, NFV-based infrastructure of a datacenter and
historical-based for administering programmable network-
ing switches. Table 3 presents a list of existing SDN con-
trollers along with their relative features. The market for
SDN is anticipated to reach more than 35 billion by the end
of 2020. Thus, research scientist and networking industry
(e.g., Deutsche Telekom, Facebook, Google, Microsoft, Ver-
izon, and Yahoo!) launched the Open Networking Founda-
tion (ONF) in 2011 in order to boost and advertise the SDN
paradigm which then adopted SDN as an evolving paradigm
in the technology of networking [16]. Therefore, based on
these facts, both research scientists and networking industry
could infer that the SDN architecture relishes future network-
ing technology and infrastructure.

A. APPLICATION PLANE
As the SDN controller guarantees a global view of the net-
work state and resources, the application frameworks profit
from such a great controller visibility, allowing them to
request and acquire the states of networking and resources
in well-determined ways. The application layer is basically
composed of end user business implementations (e.g., appli-
cations) that utilize SDN communications and services [67],
such as network virtualization and security systems. Since
decoupling applications from the underlying resources
(i.e., physical or virtual) must fulfill OpenFlow protocol
specifications, the network administrators aim to implement
and administer networking policies by deploying a diverse
configuration options and network control [68].

In order for the SDN controller to preserve a logically
centralized map for the whole networking environment as
specified by the OpenFlow protocol, it eliminates the com-
plexity of network management, collects the network topol-
ogy, state, and resources information using south-bound API.
This collected network information is then forwarded to the
networking applications via the SDN northboundAPI. There-
fore, the OpenFlow protocol is regarded as an inbred option to
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TABLE 3. Existing SDN controller software.

build network applications in OpenFlow-based applications
and functions.

B. CONTROL PLANE
This layer is also named a control layer. It is composed of var-
ious SDN controller software that grant unified and integrated
control functionalities via open APIs to handle and manage
the networking traffic behaviors throughout three open inter-
faces, north-bound, south-bound, andwest-bound/east-bound
interfaces [67]. The control layer is decoupled from network
entities and built on top of a logically distinct and centralized
layer.

Through the network operating system, the SDN con-
troller manages the entire networking environment with a
global and logically centralized control view of network state
and resources. The control layer handles insertion/setup of
flow rules according to OpenFlow protocol specifications of
SDN controller-switches communication. Once an incoming
packet arrives at the OpenFlow switch, it will first check its
flow table and direct it according to the existing rule entry.

If the switch does not find a matching entry in the flow table,
it will then direct the packet to the SDN controller. Once the
SDN controller receives the pushed packet, it will insert new
rules (e.g. forward, drop, etc.) in the corresponding switching
device’s flow table. Hence, the processing of all network-
ing traffic in datapath components in OpenFlow switching
devices is based on the SDN controller’s instructions.

C. DATA PLANE
This SDN plane is also named the data plane/layer. It is pri-
marily decomposed of forwarding elements, including phys-
ical switches and virtual switches such as Open Vswitch
(OVS). As an SDN controller detaches the control plane from
the data plane, it renders the network forwarding entities
such as OpenFlow switches unpretentious and straightfor-
ward with regard to remote control through open interfaces.
There are several OpenFlow-enabled forwarding devices as
presented in Table 4, and vary between open-source and
commercialized platforms. However, OVS is an appropriate
example of an SDN-enabled forwarding entity, which adheres
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TABLE 4. Common OpenFlow switching devices and technologies.

to OpenFlow specifications. An openFlow forwarding device
maintains the flow entries for traffic forwarding rules and
policies instructed/imposed by the SDN controller [65]. Since
OpenFlow protocol grants a standard and open specifications
mechanism for the OpenFlow switch to communicate with
the SDN controller, OpenFlow switches are strictly required
to maintain the following requirements;
• A trusted path to communicate networking packets and
instructions with the SDN controller.

• A table called flow table that contains different actions’
entries for flow processing.

D. A SECURE SDN-BASED COMMUNICATION MODEL FOR
SMART CITY
In the past, ICT networking systems in smart city frameworks
were attacked by adversaries. One of the recent vulnera-
ble cyber infrastructure attacks occurred in United States in
July 2015 where a centric electricity blackout took place
in more than ten different states. The incident is a con-
sequence of a cyber attack against the power grid in the
United States [70]. Based on NIST recommendations, secure
SDN-enabled communication frameworks need to be devel-
oped as the incorporation of SDN with ICT in smart cities
will escalate security concerns to higher levels. Besides,
current encryption and authorization policies are inefficient
to guarantee an acceptable level of security in smart city
communication systems.

To establish reasonable and appropriate resolutions regard-
ing recovery measures and control in SDN-enabled ICT, it is
exceptionally important to reign a comprehensive and clear
understanding of the causes and consequential effects of
possible cybersecurity threats in the smart city [71]. Hence,
in this section, we present security threats and their relative
impacts within the SDN-enabled smart city communication
systems. The following threat classification is a combination
of vulnerability categories pertinent to communication sys-
tems in smart city ICT infrastructure. The security threats are
classified as follows.
• Confidentiality threats: Typical vulnerabilities to the
confidentiality of data include the illegitimate and
unlawful gathering of information through eavesdrop-
ping mechanisms or even the analysis of communication
flows [71].

• Integrity threats: Typical vulnerabilities include the
unauthorized access to restrictive data, which could

be feasible through launching malware or masquerade
attacks as well as wastage, modification, and corruption
of unprotected data [71], [72].

• Availability threats: Vulnerabilities in the continuous
behavior and availability of SDN-enabled communica-
tion systems in the context of smart city such as DoS
threats [18].

• Accountability and non-repudiation threats: Account-
ability and non-repudiation are of great importance to
guarantee no party can deny that specific traffic flow
(e.g., message) was transmitted or received, or that par-
ticular service or information was manipulated [71],
[73], [74].

• Authenticity threats: These are the primary security vul-
nerabilities in smart communication systems since typi-
cally, all entities, smart devices, and system stations can
transmit, extradite, and replay broad message types [71].

The simplified view of the ICT architecture of smart cities
describes five layers (from bottom to top):
• Field components
• Data transmission network
• Data processing
• Data aggregation connectivity
• Smart processing
Although SDN integration into smart city is highly benefi-

cial in advancing the communication infrastructure and smart
city-enabled applications, it also raises various challenges
including non-security ones. Such non-security challenges
include, but not limited to, reliability, interoperability, con-
sistency, scalability, and single point of failure [75]. However,
in this article we mainly focus on the security-related issues
and challenges.

E. SDN FOR SECURE CLOUD AND NFV IN SMART CITY
COMMUNICATION SYSTEMS
There is a broad range of embedded smart entities/devices
in the smart environment on one end of the smart city’s
architectural design. These entities are used for various appli-
cations and purposes (e.g., embedded sensors) [5]. On the
other end of the smart city spectrum, there are scalable and
high-performance cloud datacenters, where smart applica-
tions and networking-enabled services are hosted. Hence,
clouds play an essential role for service providers and smart
city residents to deploy and elaborate on various smart city
applications and services [5].
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TABLE 5. VNF/SDN in smart city.

However, substantial hardware differences, communi-
cation standards disparity, and vendor-based software
specification restrain the smart city attainment. Nowadays,
the softwarization and virtualization progress in the network
and transportation layers, in particular, can address some
of such challenges. Key softwarization technologies include
SDN, Network Function Virtualization (NFV), and cloud
computing [84], [85]. These softwarization enabling tech-
nologies can be deployed to integrate smart devices into smart
city systems and simplify information management in smart
city communication infrastructures. Additionally, SDN and
NFV enable various data management services (i.e., all the
L2-L7 services and applications) [86].

Substantially, the telecommunication industry employs
dedicated network hardware to elaborate network functions
(NFs), which offer specific services, such as deep packet
inspection (DPI) and security firewalls at the networking
level. Under NFs deployment, networking flows are pushed
through multiple functions in a pre-defined order called the
service function chain (SFC). An SFC can be, for instance,
a security firewall, an IDS, and a DPI, respectively. Hence,
SFC consists of a defined set of middle boxes, which handle
networking traffic. An SFC must be implemented optimally
to operate network hardware efficaciously [76].

NFs are considered software implemented in virtual hard-
ware, i.e., Commercial-off-the-Shelf (COTS) networking
hardware. Moreover, an NFV management and orchestra-
tion (MANO) software is deployed to establish, configure,
manage, and monitor Virtual Network Functions (VNFs)
and the Network Functions Virtualization Infrastructure
(NFVI) [87]. It is interesting to note that NFVs do not
need vendor-specific hardware nor specialized operators and
grants prompt maintenance and integration of new NFs.
Nowadays, NFV is being efficaciously integrated into net-
work layer functions and expanded to deliver E2E applica-
tions for smart city communication systems [87].

Furthermore, NFV simplifies the integration of IoT-
enabled applications in the smart city via IoT-Clouds [88]
and SDN-enabled NFV to implement a platform as a

service (PaaS) for IoT [89]. Gember et al. proposed
OpenNF [90] and Stratos [91]. While OpenNF is an adjusted
SDN control layer for VNF through the extension of the
forwarding layer of the SDN controller to enable steering net-
working flows via VNF instances, Stratos is a VNF orches-
trator to administer VNFs at the cloud level through traffic
engineering (TE) and scaling techniques, respectively.
Qazi et al. [92] and Fayazbakhsh et al. [93] deployed TE
techniques to handle VNFs in SDN-enabled environments.
Specifically, they aimed at steering network flows throughout
a defined set of VNFs using middle boxes, which adjust
packet headers and modify flow signature.

As the smart city is a coherent integration of residential,
municipal, commercial, and equipment (e.g., smart devices,
homes, systems) into a broad range of safety and reliability
services, cloud, SDN, and NFV all together can facilitate and
enhance the development of networking-enabled services in
smart cities communication systems [86]. Figure 4 depicts
organizational tiers of the SDN, cloud, and NFV-enabled
smart city networking system [86].

Figure 4 presents three networking layers. The first layer
contains diverse entities inter-connected via a physical link
or a wireless access network, converged edges [94], and
networking-enabled applications and or services. Layer 2
consists of converged edges to link resources in the cloud
(e.g., storage) to end devices. These edges are capable
of comprising Metropolitan Area Network (MAN) edge
points [86], fog nodes, cloudlets [88], [95], and NFV/
SDN-enabled edges [94], [96]. Lastly, the third layer contains
clouds that are interconnected through a backbone archi-
tecture. It is important to note that the backbone infras-
tructure can be virtualized and or softwarized for diverse
L2-L7 functions.

Table 5 presents a summary of existing research studies
about SDN, cloud, and NFV deployment to improve commu-
nication systems and applications and services for the smart
city context. Among the presented studies, Taylor et al. [79]
proposed a cloud-based SDN design for improving the
resiliency in residential networks. Islam et al. [82] introduced
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FIGURE 4. Smart city facilitated by cloud, SDN and NFV.

and implemented DistBlackNet, a distributed secure black
SDN-IoT framework using NFV implementation for smart
city applications. The proposed solution leverages black SDN
to improve the security of both metadata and traffic payload
within SDN layers. A multi-distributed SDN controller archi-
tecture is also proposed to enhance network layers’ security
using black network providers [82]. Chowdhary et al. pre-
sented SUPC [80], an SDN-enabled mechanism for universal
policy enforcement in cloud networks. The proposed mech-
anism provides flow composition and ordering via the
translation of service functions rules to compatible Open-
Flow rules format. Such an approach eliminates redundant
rules and ensures policy compliance in SFC. Additionally,
SUPC allows for analysis of flow conflicts to detect con-
flicts in header space and actions within service function
rules.

F. SDN SECURITY IN SMART CITY WIRELESS
COMMUNICATIONS
Nowadays, mobile devices, such as laptops, smartphones,
and tablets, require ubiquitous and substantially available

wireless networks, such as Wireless Local Area Net-
work (WLAN) or Wireless Fidelity (WiFi) [97]. The
dramatic increase of mobile devices imposes various require-
ments, including QoS, trusted authentication management,
load-balancing capabilities, etc. [98]. Furthermore, advances
in connection abilities of multi-user-multiple-input and
multiple-output (MU-MIMO) and high-performance hard-
ware render the infrastructure of wireless networks com-
plex [99]. In particular, the significant boost inmobile devices
and upgrades of connection standards, such as 802.11ac,
impose new challenges like the need for providing compre-
hensible authentication of users or suitable control of users’
association state [98].

The smart city paradigm can be regarded prospective
hybrid networks that are mission-critical linking citizens and
smart objects to deliver a wide range of smart applications
and services via reliable, high performance, and low latency
broadband networking systems [81]. Next generation mobile
networks, i.e., 5G networks, can fulfill smart city needs for
such hybrid networks through their programmability and cog-
nition features [100]. The programmability and cognition are
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the main features of 5G networks and are attained through
virtualization and softwarization of the E2E chain of radio,
applications, and services [101]. Therefore, SDN and NFV
are promising technologies in such network advances, e.g.,
enabling multiple users to partition a physical infrastructure.
When consisting of a broad range of inter-related infras-
tructures, a smart city can significantly benefit from such a
multi-tenant design [81].

Moreover, in the past, hybrid optical-wireless networks
and mobile ad hoc networks (MANETs) have been regarded
independently without joint management solutions [102].
The MANET’s focus is mainly on dispatching network-
ing traffic between mobile entities in an infrastructure-less
and more dynamic networking environment. Simultaneously,
the hybrid optical-wireless networks strive to provide low
latency and high bandwidth access to cellular-equipped
mobile entities. It is crucial to claim that SDN capabilities and
features have helped integrate flexible control andmonitoring
for such networks [102].

Nowadays, to fulfill the QoS needs for mobile users
in smart city communication infrastructures, both aca-
demic and industrial research studies are striving to ensure
dynamic management and high-performance [103]. This
can be attained throughout two directions; (1) resilient
and dynamic connectivity by providing peer-to-peer (P2P)
services through multi-hop and infrastructure-less mobile
networks [102], and (2) wide coverage and high band-
width, which can be achieved over Internet access in the
hybrid optical-wireless networks (i.e., infrastructure-based
networks) [104].

The facilitation and simplification of associated
networks’ management are the critical goals of the underlying
networked systems in a smart city. However, networking
technologies, such as MANET and Wi-Fi, are traditionally
managed distinctly through TE operators (e.g., Wi-Fi is man-
aged in a totally decentralized manner that is different from
MANET) [81]. In the smart city context, this stringent sepa-
ration prevents the full exploitation of various novel scenarios
that require flexibility, resiliency, and high performance.
One scenario is about sparse smart cities, characterized
by collaborative users’ smartphone applications for remote
control and monitoring of mobile devices [105]. Recent
research studies focused on adopting mobile node collabo-
ration to improve the distribution of computation tasks and
QoS in content delivery [106]. Herein, SDN-enabled FiWi
and MANET domains can facilitate the deployment of such
an approach, while optimizing the performance and over-
head produced by frequent mobile device movements and
related re-connections/disconnections attempts [81]. There-
fore, softwarization through SDN can help with addressing
such networks’ integration challenges [101]. The adoption
of NFV along with SDN in smart city wireless networks
does not only address challenges related to resource lim-
itation and power supply (i.e., that render the satisfaction
of the increasing amount of mobile devices infeasible), but
also optimization, heterogeneity, and security challenges

caused by the various specifications of wireless access
equipment [107].

Additionally, it is immensely vital to note that there is
a necessity to consider the E2E requirements and capabil-
ities of SDN-enabled wireless networks in line with 5G
guidelines [108]. The service requirements in 5G networks,
according to the latest specifications published by the 3rd
Generation Partnership Project (3GPP), specified that user
equipment (UE) must support at least one of the following
mechanisms of connectivity; (1) conventional direct network
connectivity and or (2) indirect connectivity based on other
UEs that are utilized as relays (i.e., relays can range from tra-
ditional mobile devices to smart sensors and devices deployed
in a smart city IoT environment) [109].

On the one hand, the adoption of SDN architecture
has remarkably improved wireless networks’ security and
changed how they are managed. For instance, The integra-
tion of SDN capabilities into Wi-Fi networks allows for
various management solutions to be used even from out-
side the access network, while granting suitable approaches
for enforcing mobile nodes’ privacy. On the other hand,
the SDN availability in smart city-based spontaneous net-
works will help achieve centralized management in the
decentralized-based multi-hop networked systems and an
effortless control by embracing dedicated mechanisms of
traffic monitoring and TE [110].

In the past, various remarkable research efforts have been
presented to improve resiliency and security by adopting and
leveraging SDN technology capabilities in smart city wireless
communication systems and related smart applications, such
as smart homes and smart grids. Table 6 presents a taxonomic
summary of existing security research studies addressing a
wide range of security challenges in different wireless net-
working systems.

To address the heterogeneity and authentication challenges
in 5G networks, Fang et al. [108], proposed an SDN-based
security architecture, which analyzes and manages identities
and handles authentication in the network. Fang et al. [108]
explored a novel handover mechanism and a signaling-based
load scheme to demonstrate the proposed security scheme’s
efficiency. As the management of smart home networks that
consist of disjoint network segments handled by multiple
technologies can be problematic, Gallo et al. [103] discussed
such an interoperability challenge and explored shortcom-
ings in the reliability and resiliency of current approaches.
Moreover, to address these challenges, Gallo et al. [103]
defined SDN@home, a flexible SDN-enabled architecture,
in which wireless protocols and capabilities are not restricted
to particular technologies and can be deployed by any
general-purpose SDN-enabled device.

Various research efforts have recently been carried out
to detect and mitigate conventional security attacks in
wireless-enabled networks. Yan et al. [111] proposed an
IDPS solution for identifying DDoS attacks and mitigating
them using a fuzzy synthetic evaluation decision-making
approach. Sweatha and Vijayalakshmi [112] also designed

12092 VOLUME 9, 2021



M. Rahouti et al.: Secure SDN Communication Systems for Smart Cities

TABLE 6. Secure SDN in smart city wireless networks.

and implemented a security framework for DDoS attacks
against WSN in smart city networks where SDN centralized
capabilities are leveraged for traffic monitoring and
attack mitigation. Moreover, Cox et al. [113] proposed a
novel framework using SDN and WebRTC technology to
enhance security in rogue access points. The rogue access
points (RAPs) are the unauthorized nodes connected to a
networking environment and strive to grant unauthorized
wireless access to other users.

To solve the key distribution challenges in wireless net-
works, Huang et al. [114] designed and implemented a
security framework for group key distribution management
and control. The proposed solution [114] adopts the physi-
cal unclonable functions (PUFs), where the PUF challenge
is saved in the mobile devices in order to minimize the
associated communication overhead. While benefiting from
the centralized feature of the SDN controller, the proposed
scheme [114] attains group key delivery with a two-way
authentication function based on one communication inter-
action only. The scheme can efficiently identify multiple
threatening scenarios, including eavesdropping and cloning.

Other remarkable research studies have also been
presented to improve resiliency in particular smart city
wireless networks through SDN capabilities. Most notably,
Zhou et al. [115] proposed an application framework for
resiliency improvement in WSN and actor networks.
Ding et al. [116] presented multiple proposals about SDN
adoption for security enhancement in wireless mobile net-
works. Wu et al. [117] proposed a hierarchical security
framework for defending against attacks on WSN. Other
efforts have further aimed to design security architectures

based on the integration of SDN infrastructure. Namely,
Irfan et al. [118] proposed a long term evolution (LTE)
networks-based architecture for smart city grid security,
Liang and Qiu [119] proposed a secure architecture for
smart city 5G networks, Siddiqui et al. [120] presented a
policy based-security architecture for smart city 5G networks.
Artman and Khondoker [98] further provided a security anal-
ysis of SDN-WiFi-enabled applications.

Lastly, as discussed above, SDN and NFV can be
adopted as innovative concepts to enhance the overall
security and resiliency in the LTE network infrastructure.
Liyanage et al. [121] leveraged these concepts to design an
architecture for enhancements of the traditional security
mechanisms. They [121] proposed a novel security appli-
cation dedicated to SDN-enabled LTE network security,
where its performance evaluation is only conducted with
simulation tools. While Hyun et al. [122] presented a net-
work security function based on SDN/NFV for Voice over
IP (VoIP) and Voice over Long-Term Evolution (VoLTE)
services, Condoluci et al. [81] discussed the integration of
softwarization and virtualization in 5G networks for smart
cities and resiliency implications of SDN/NFV in networks.
Condoluci et al. [81] presented a security guideline for bene-
fiting from SDN and NFV to improve resiliency and security
enforcement in smart city 5G networks.

III. SMART CITY USE CASES WITH SDN SECURITY
SOLUTIONS
A. SDN IN SMART CITY GRIDS & SECURITY IMPLICATIONS
To ensure the smooth operation of critical services, such as
transportation, energy, health, and power substations in the
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smart city [138], one must provision timely logistics and
information by all means to the public, while conserving
efficiency and security of information and resources [139].
A smart grid (SG) is another essential component in a
smart city to assure an efficient supply of energy and
empower assortment between resources and infrastruc-
ture operators [140]. A SG consists of a set of control,
electrical, and electronic entities that range from phasor
measurement units (PMUs) to smart meters and from infor-
mation acquisition systems to distribution units [19]. The
evolution of SGs depends on the reliability, efficiency, and
globalized management of the underlying communication
infrastructure.

Furthermore, SG is a critical infrastructure, and it must
be resilient when networking-enabled attacks and malicious
behaviors take place [20]. Dong et al. [20] conducted a com-
prehensive study about the integration of SDNwith smart city
grids. Dong et al. [20] demonstrated how SDN is capable of
enhancing SG security. However, such an integration presents
security risks and challenges, which can be classified to three
classes; (1) compromising power devices such as a SCADA
slave, or a remote terminal unit (RTU), (2) compromising
SDN forwarding devices, and (3) compromising applications
at the SDN controller level. SDN technology is indeed con-
sidered an essential alternative to address the communication
challenges of SGs [129]. Martín de Pozuelo et al. [141] and
Dong et al. [20] demonstrated an SDN-enabled architecture
where the controller interconnects communication between
end devices, such as remote terminal units (RTUs) and man-
agement interfaces (e.g., supervisory control). Additionally,
Dong et al. [20] discussed security threats with regard to SDN
applicability in SGs development.

There are various further case studies of SDN-enabled
SG, such as utility in M2M applications [142]. In [142],
Zhou et al. presented an SDN-M2M case study while con-
sidering the centralized controller as a single-point-of-failure
performance bottleneck, which results in a collapse of both
the energy and communication system. Zhou et al. [142]
also presented a mechanism for efficacious management of
trust over M2M entities using SDN capabilities. Moreover,
Molina and Jacob [21] discussed emerging trends across SDN
integration into cyber-physical systems (CPSs). However, an
in-depth discussion of an SDN applicability in the SG envi-
ronment is not provided. Molina and Jacob [21] discussed the
general benefits of applying SDN architecture to CPSs and
how to deploy SDN capabilities to achieve mission-critical
infrastructure. While SDN technology facilitates network
and resource management, it can also form a closed-loop
feedback control for routing and QoS policies configuration
with regard to the dynamic changes in CPSs, while ensuring
security and reliability requirements [21].

To attain self-configurable SGs, researchers recommended
the deployment of closed-loop feedback SDN systems,
whereas the Monitor, Analyze, Plan and Execute (MAPE)
process adapts resources with the dynamicity of network-
ing environments [19]. Additionally, the logically centralized

controller facilitates networking awareness and provides QoS
support for critical SG-supported applications [21]. Besides
the traffic and resource management benefits, an external
SDN controller can enhance security in SG systems. For
instance, such a controller can be used to enforce filter-
ing policies to protect smart grid entities from malicious
attacks [143]. Genge et al. [143] introduced an external
SDN controller-based approach for preventing DDoS attacks
against sensitive streams in the industrial control systems
(ICS). The proposed approach is capable of rising alerts at the
controller level prior to block or re-route malignant traffic.

Presently, vehicle-to-grid (V2G) is another substantial
component in a smart city. Although V2G provides vari-
ous benefits to smart cities such as efficient scheduling and
energy storage, security challenges hinder smooth operations
of V2G-enabled communication systems. In particular, there
are two key challenges regarding V2G security. Current secu-
rity solutions (1) are based on static strategies, and thus
they are unable to efficiently prevent highly dynamic and
sophisticated attacks, and (2) they are short of a unified
information modeling mechanism [131]. Wang et al. [131]
introduced an SDN-based security solution for V2G. The
proposed solution [131] utilizes transfer learning and IEC
61850 standards to provide a dynamic security policies
configuration while dynamically updating security poli-
cies. Maziku and Shetty [130] proposed and implemented an
SDN-based security score framework for substation com-
munication systems. The proposed mechanism incorpo-
rates a security risk score model while benefiting from the
SDN centralized control and global view to attain cyber
resilience.

While SDN technology offers new opportunities to
improve reliability in the underlying communication net-
works of smart grids (i.e., by enabling new mechanisms for
detecting and preventing attacks against smart grids [27],
it also augments the vulnerability surface and current stan-
dards do not solve authorization and authentication issues
[133]. Namely, the allowance of new network applications
augments system complexity, and thus, it becomes challeng-
ing to highlight applications responsible for flow entries’
modification. Moreover, the centralized SDN controller acts
as a single point of failure, degrading the entire smart grid
communication system reliability and becoming a significant
target for DoS attacks.

To summarise research efforts on improving SGs in the
context of smart cities using SDN, we present a taxonomic
classification of related studies in Table 7. Among these
research studies, Antonioli and Tippenhauer [128] presented
an emulation tool based on the OpenFlow-enabled SDN con-
troller that serves as IDPS of security attacks. The networking
environment in [128] is generated through Mininet emula-
tor, and connected to both simulated and physical industrial
protocols. The proposed tool depends on constant monitoring
that permits the central service to capture abnormal adversary
behaviors (e.g., DoS and MITM) prior to attack mitigation
and network reconfiguration.
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TABLE 7. Secure SDN in smart grid communication.

B. SDN SECURITY IN SMART CITY IoT
The Internet of Things (IoT) is a technology striving to
connect networking-enabled objects, such as vehicles, bulbs,
and computers, at any place, at any time [144]. These
objects are connected to the so-called IoT ecosystem and
they must be addressable, possess a unique ID, and connect
to Internet [145]. IoT is indeed a technology that offers a
virtualized image of networking-enabled objects that are con-
nected to the Internet. Contemporary advances in networking
technologies, such as radio frequency identification, WSN,
and M2M communication, have significantly shared in IoT’s
evolution [146].

IoT ecosystems produce big data, from which a wide
range of knowledge and information is induced. The extracted
knowledge presents value-added benefits in various smart
city applications [144]. Typical smart city IoT applications
include, but are not limited to, industrial and home automa-
tion, car industry, smart energy management, SG control,
and health care. Governments, residents, and the industrial
sector can benefit from these smart applications and services
given the QoS that smart cities aim at providing to citizens
while optimizing administrative management overhead via
efficacious and reliable resource management [146]. There-
fore, in order to design reliable, resilient, and scalable smart
cities, IoT ecosystems should be simple and grant a secure
communication system [144].

Two of the existing key security challenges in IoT infras-
tructure are scalability and heterogeneity [147]. Unlike

typical networking-enabled devices with sufficient storage,
computing, and processing abilities, IoT entities (e.g., mobile
sensors) are resource-restrained. In addition to the need for
processing and storing a massive amount of data produced
by a wide range of IoT entities, scalability is also a key
challenge in an IoT system because its environment needs
to support and handle communications between billions of
devices [147]. Besides heterogeneity and scalability chal-
lenges that render IoT networked systems more defying than
traditional ones, there are several other security challenges,
such as identitymanagement and trust management, that need
to be addressed.

As SDN’s architecture offers a programmable and dynamic
networking environment, its characteristics and features can
be leveraged to process the IoT networked system chal-
lenges particularly scalability and heterogeneity. For the
past several years, the integration of SDN technology into
IoT environments for the purpose of resiliency enhancement
has been attracting researchers and service providers’ atten-
tion, e.g., the adoption of SDN technology to boost IoT’s
bandwidth.

Herein, we present and summarize remarkable research
studies on SDN-based solutions strive for enhancing smart
city IoT security and IoT-enabled applications for the context
of smart cities. Table 8 presents a summary of existing work
on SDN deployment to improve IoT security. To address the
heterogeneity issue, Salman et al. [148] developed and imple-
mented an authentication mechanism for identity control in
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TABLE 8. Secure SDN in smart city IoT.

the IoT environment by leveraging SDN capabilities and fea-
tures. In this study [148], identity formats generated by vari-
ous communication protocols are mapped to a shared identity
record, which is elaborated using addresses from virtual Inter-
net Protocol version 6 (IPv6). Additionally, the certificate
authority (CA) is carried out by the centralized controller
and handles all security parameters via a security protocol
in order to authenticate all enabled devices and gateways in
the environment. However, the proposed solution [148] was
evaluated by simulation tools, and communication overhead
was not examined.

Nobakht et al. [149] presented IoTIDM, a host-based
IDPS solution for smart city IoT networked systems using
SDN controller properties. The developed solution [149]
captures and mitigates attacks against target hosts. It is imple-
mented in an SDN controller software, where remote security

management is attained through third-party entities
(i.e., entities offering security as a service). While optimizing
computation and communication overhead, the solution [149]
ensures host-based detection rather than network-based intru-
sion detection. It monitors and extracts features from malig-
nant behaviors to improve the threat identification module.
Once an attack source is identified, the required flow rules
are installed in SDN-enabled forwarding devices to mitigate
the attack on IoT-enabled targets.

Chakrabarty et al. [150] designed a networking
mechanism for security enforcement in IoT networking
infrastructure using Black SDN. Specifically, the proposed
mechanism addresses data gathering and networking traffic
analysis. Chakrabarty et al. [150] encrypt both the pay-
load and header (including the source and destination IP
addresses), but such complete encryption leads to routing
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overhead and challenges. Thus, a broadcast routing protocol
needs to be implemented in the SDN controller software.

Moreover, DoS and DDoS are other traditional security
threats that impact availability in networking environ-
ments [151]. Among proposed solutions to address these
security challenges, Bull et al. [152] proposed a flow-based
security solution for IoT environments. The proposed solu-
tion [152] utilizes the SDN gateway and strives for mitigating
DDoS attacks. The SDN gateways are vitally used as dumb
forwarding devices only. However, in this work [152], the IoT
gateways aremergedwith SDNgateways, where the network-
ing traffic is monitored and analyzed. It is important to note
that enabling SDN-enabled forwarding devices with such
intelligencemay impact the key paradigm of SDN centralized
infrastructure.

In addition to the research studies mentioned earlier,
Flauzac et al. [153] developed a multi-domain SDN frame-
work for improving IoT network security, where each SDN
controller acts as an edge security guard. The presented solu-
tion [153] supports multi-domain controllers, and all active
IoT devices must associate with an OpenFlow device linked
to one of the SDN controller domains. As discussed in this
subsection, IoT networked systems have various security
challenges, particularly scalability and heterogeneity. Thus,
the flexibility and dynamism of the SDN nature can intu-
itively remediate some of the key security challenges in
IoT environments for smart city communication systems and
smart applications.

C. SDN SECURITY IN SMART CITY VEHICULAR
COMMUNICATIONS
Recently, advances in vehicular communication have led
to what is so-called software-based configurable hardware,
which smoothed the evolution of software-defined vehicular
networks (SDVNs). The characteristic functions of SDN,
such as its programmability and plane decoupling, can meet
the performance requirements for vehicular ad-hoc networks
(VANETs) [171].

The considerable advances in smart city communica-
tion systems and smart devices have led up to VANETs
that assist with ensuring vehicular communication efficiency
and enhancing road safety [171]. Vehicular-enabled net-
working consists of diverse communication standards and
technologies, such as Wi-Fi, 4G/5G, dedicated short-range
communication (DSRC), and TV white space. While such
technologies are deployed in VANETs to provide ubiquitous
and efficient mobile coverage and service, various promi-
nent features of VANETs present shortcomings and defiance,
e.g., ineffective utilization of network resources and traffic
unbalancing [172], [173]. Hence, programmable networking
environments such as SDN can address these challenges in
VANETs.

The integration of SDN architecture into VANETs pro-
vides vital mechanisms to address the aforementioned com-
munication challenges in vehicular networks. Figure 5
depicts a visual illustration of the SDVN. In such integration,

FIGURE 5. A visual illustration of a software-defined vehicular network.

devices and smart networking devices can be flexibly recon-
figured using the SDN programmability and centralized con-
trol advantages along with external implementations and
applications [171]. Furthermore, OpenFlow-enabled SDN
advances have recently turned to wireless scenarios [172].
Yap et al. [174] proposed OpenRoads, a mechanism to
anticipate the moves of users between various ranges of
wireless infrastructure. Schulz-Zander et al. [175] presented
cloud-medium access control (MAC), which provides vir-
tual access points. Although the evolving interest in SDN
technology has led to improve its applicability to VANETs,
the enhancement of security and resiliency is a stringent
requirement for SDVNs. Because of its centrality feature,
the SDVN controller must be perfectly secured as its fail-
ure or unauthorized access may lead to severe road-related
accidents [171].

Table 9 presents a summary of existing research stud-
ies about SDN, cloud, and NFV deployment to improve
communication systems and applications and services for
the smart city context. Remarkably, Yaqoob et al. [171]
identified and discussed key requirements (including secu-
rity requirements) for SDVNs realization along with related
challenges. Wang et al. [131] presented and implemented
a smart software-defined security mechanism for V2G
communication using the transfer learning approach. The
proposed architecture establishes a dynamic security pro-
tection offers a dynamic configuration of security policies.
Mendiboure et al. [176] proposed an SD-IoV-enabled mech-
anism for application authentication and trust management
in vehicular networks through the centralized SDN and
blockchain technologies. The proposed solution also plays
the role of a trust establishment system and aims at managing
the identity of applications and their behavior. Moreover,
Wang et al. [177] proposed an approach for rule installation
and verification for real-time query services through SD-IoV.
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TABLE 9. Secure SDN in vehicular communication.

The proposed model is a destination-driven in the wired
infrastructure layer and minimizes the number of flow rules
in SDN-enabled forwarding devices at a real-time.

IV. GENERAL SECURE SDN ARCHITECTURES
The smart city spectrum aims to integrate smart application
pillars, such as transportation, smart grid, and mobility, for
the purpose of optimizing the resources management and
minimizing the computation overhead and energy footprint
of big cities. To achieve this, the integration of the centralized
SDN-enabled heterogeneous communication systems is rec-
ommended to provide a peer to peer connectivity of services
and applications exposed by smart devices (e.g., actuators
and embedded sensors) within smart city. Moreover, the SDN
adoption will not only allow for a dynamic configuration of
forwarding/switching rules of data outputted by devices in
the smart city, but also offer dedicated bridges to efficiently
manage heterogeneous communication media and distribute
time to edge nodes [179].

A. AN SDN-ENABLED ARCHITECTURE FOR SMART CITY
COMMUNICATION SYSTEMS
The programmability and logically centralized view of the
network carried out by the SDN allow for the deployment of
network services and security, implementing network secu-
rity policies and forensics at real-time [16]. Furthermore,
SDN is able to easily mark and locate traffic paths as the
traffic forwarding and management decisions are carried by
the logically decoupled control layer [17], [73].

To reliably transfer information and data generated by dif-
ferent entities at run time and deliver QoS-aware services in
a smart city such as emergency response traffic [188], Web of
Things (WoT) [189], video surveillance [190], the communi-
cation systems must provide centralized management of net-
work resources where QoS-aware routing mechanisms and
astute scheduling could be attained [71]. This is quietly chal-
lenging to achieve via traditional networking infrastructures
where centralized control is not upheld [184]. Thus, SDN is
a good fit into smart city communication systems and will
allow planners of its ICT to develop efficacious and dynamic
security mechanisms and policies to enhance both efficiency
and security of the ICT framework [191]. Figure 6 presents a
detailed SDN-based architecture for communication systems
in a smart city. As shown in Figure 6, the SDN controller is

devoted to managing and handling the data transmission in a
centralized manner, including traffic and device monitoring
through the network control module. Moreover, the SDN
controller is capable of upholding QoS-aware routing, TE,
allocation of resources by cogging the forwarding devices
(i.e., hardware and software switches) in the network unit,
which render the user communication and data transmission
controllable in smart city networks.

However, the massive amount of data produced by a broad
range of devices and entities in the smart city dramatically
augments the encumbrance of underlying SDN infrastruc-
ture [70]. Therefore, to obtain dependable data flows at run
time, the implicit SDN-enabled communication systemsmust
deliver customized control mechanisms of the network that
helm interoperability between different kinds of smart city
devices [192]. In contemporary proposals including, but not
limited to [193] and [194], SDN is efficiently adopted to
address the challenges discussed above in heterogeneous net-
working environments as an adequate solution to handle the
massive volume of data produced by the smart city entities
and frameworks. However, SDNmay also lead up to both ser-
vice reliability and security challenges in smart city networks
from the scalability perspective.

B. CONVENTIONAL THREATS IN SDN-SUPPORTED SMART
CITY COMMUNICATION SYSTEMS
As the layers in SDN are dependent, security threats or
attacks on one particular layer will most likely impact the
remaining layers. Security vulnerabilities that might direct
to incidents do not surely have to be linked with only one
particular vulnerability category. Thus, segregation is elab-
orated on whether they were brought about accidentally or
intentionally. In this article, we discuss resiliency challenges
in SDN-enabled smart city communication systems from the
perspective of information exchange, information transmis-
sion network, and information ingathering connectivity [16].

The particular resiliency vulnerabilities associated with
information exchange between different devices in a smart
city vary according to the maturity of the concerned party/
entity. From the communication systems point of view, vul-
nerabilities seem to appear multifaceted and pointed towards
information and applications as well as the entire technology
infrastructure [71]. Figure 7 presents a visual taxonomic
overview of the vulnerability landscape in the context of
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FIGURE 6. An SDN-enabled architecture for smart city.

SDN-enabled smart city communication systems differenti-
ating between vulnerabilities from both accident occurrences
and intentional attacks.

Incidents resulting from threats in this group are caused
intentionally. The key threats from intentional attacks are
eavesdropping/wiretapping, theft, tampering, and unautho-
rized access [71] that are detailed next.
• Eavesdropping: Eavesdropping and/or wiretapping is
intentional conduct of apprehending network flows and
hearkening to communications between parties in an
unauthorized manner [71]. This is the major threat in
the context of information exchange and can helm to
follow-up vulnerabilities and therefore, could impact
confidentiality, availability, and integrity of the entire

information and communication system. For example,
capturing credentials to comprehend the network con-
figuration details and how end user devices are linked.
The map of a network is a stringent information seg-
ment to any adversary. Hence, the better attached com-
munication systems are, the highly critical and earnest
follow-up threats are [16]. The severity of eavesdropping
threats varies from one type of connection to another and
might lead to a purposed disclosure of sensitive personal,
financial, and proprietary information [18].

• Loss of Reputation: It stratifies to unprotected com-
munication systems and personnel and hence, slashes
the scale of trust in a smart city services. A purposed
attack may target a particular framework in smart city
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TABLE 10. Security extensions and solutions for improving reliability in SDN-enabled smart city applications.

FIGURE 7. Intentional threats in smart city communication systems.

(e.g., smart grid) for different reasons, which will affect
the trust between the smart city planners (including sup-
pliers and municipalities) and citizens [71].

• Tampering/alteration: It attempts to manipulate infor-
mation and applications with a forthright impact
on integrity and availability. Information tempering
demands direct access to assets of the target through sev-
eral ways (e.g. data leakage, reply attacks, black holes,
etc.) [16]. Concerning information exchange among end

user devices, the MITM attack is specifically perti-
nent. Furthermore, any purposed adjustment, insertion,
removal of information by unauthorized or authorized
parties, which compromises the information, is regarded
as information tempering [18]. Information tempering
can affect authenticity and confidentiality. For example,
fabricated messages in the form of reply attacks might
be transmitted to the network and trick end users to
render them ratify that another party was accountable
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FIGURE 8. Applying ITU-T security dimensions to SDN-enabled smart city communication systems.

for transmitting these false flows. Furthermore, as the
linkage of website services with other smart city systems
is dramatically increasing, they have turned into being an
essential gateway for more earnest vulnerabilities [71].

• Access control: Unauthorized access to network
resources and services might be at the source of various
vulnerabilities where the information and applications
are accessed in an illegitimate way. This includes,
but is not limited to, the non-licensed/entitled access
to networks, information leakage, files browsing, and
so on. Furthermore, the unauthorized access or usage
might directly impact non-repudiation and account-
ability, confidentiality, authenticity, and integrity and
thus, follow-up attacks can impact information exchange
between different connected devices to smart city
services [16], [195].

• Distributed Denial of Service (DDoS): This typical
threat ordinarily prevents an attacked entity from Inter-
net connectivity and might be precursory to different
security vulnerabilities. As the IP-connected entities
dramatically increase, DDoS are a major vulnerability to
SDN-enabled communications systems in the smart city.
The ICT framework infrastructure is commonly attacked
by DDoS attacks; however, it might unknowingly partic-
ipate and be a part of a DDoS attack as well if smart city
communication systems are defenseless.

C. RECOMMENDED SOLUTIONS AND PRACTICES FOR
IMPROVEMENT OF NETWORKS SECURITY IN SMART
CITY VIA SDN
ITU-T [214] provides various security dimensions to enhance
the network security aspects through various security

measures [215]. The proposed security measures are com-
posed of a combination of different security aspects to pre-
serve the maximum network resiliency while considering all
primary security vulnerabilities. In this section, we discuss
different security mechanisms, platforms, and solutions that
are feasible to adopt by SDN-enabled smart city commu-
nication systems with regard to ITU-T recommendations.
Figure 8 depicts SDN security mechanisms discussed accord-
ing to ITU-T specifications and Table 12 presents common
platforms and solutions for SDN security, which tends to
apply to the context of SDN-enabled networking systems for
smart cities. The presented platforms are sorted according to
security aspects.

Per Figure 8, recommended security measures can be tax-
onomically classified into different categories ranging from
resource and service availability, information confidentiality
and integrity, and access control to authentication. While
recommended security measures range from detection and
prevention to mitigation, implemented security solutions can
involve any combination of these three measures. It is essen-
tial to note that these SDN-enabled security solutions are
commonly deployed on the controller platform. However,
implementations can also be integrated as extension applica-
tions on the switching devices.

1) ACCESS CONTROL
In the smart city context, access and authorization control
measures will ensure that solely legitimate parties might
have access to network services and resources. Further-
more, illegitimate access to OpenFlow-enabled forwarding
devices and/or SDN node in which applications can store
users’ credentials could lead to dilapidation across the entire
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TABLE 11. A taxonomic overview of practical attacks against SDN-enabled smart city communication systems.

TABLE 12. Recommended security platforms and solutions for adaptive SDN-enabled smart city communication systems.

communication system. As a consequence, adversaries can
clone or swerve communication flows to insert fake traffic
forwarding rules in the SDN-enabled forwarding devices or
even to launch DoS attacks through transmitting fabricated
flow requests to the SDN. In [204], Nayak et al. presented a
platform for dynamic access control enforcement using traffic
information and real-time alerts. The presented framework
dynamically enables forthright development of access control
policies in the device standard, whereas the upper layers
will have very little accountability. A proposed solution in
PermOF [201] can be adopted. In PermOF [201], Wang et al.

implemented a mechanism based on a customized authoriza-
tion approach and segregation of OpenFlow-enabled appli-
cations to protect resources in the network from malignant
applications. FSL [203] provides an efficient deployment
of access control and reduces the risk of security policies
conflict based on traffic flows in the OpenFlow controller.

2) AUTHENTICATION
From the smart city communication systems perspective,
mechanisms of authentication enforcement will assure iden-
tity of communication entities. Therefore, smart city users are
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unable to aim at a masquerade or even an illegitimate replay
of preceding traffic. In the SDN context, all implemented
applications need to be authenticated before allowance for
access to network resources and SDN interfaces, particular-
ity, control interface [71]. Similarly, the SDN infrastructure
layer needs to possess security enforcement for SDN con-
trollers authentication in order to evade malicious and fake
flow rules injections [16]. In a multi-domain communica-
tion environment, multiple SDNs might be deployed such
that the forwarding devices such as OVS entities must be
able to authenticate the SDN controllers and preserve the
essential controller replication. Moreover, all servers/hosts of
applications need to authenticate users and user nodes prior
to sending any critical information/credentials. Recent SDN
security mechanisms can be feasibly adopted to address the
authentication challenges in SDN-enabled smart city com-
munication systems. Particularly, FortNOX [206] provides an
extension of NOX software to guarantee a role-based authen-
tication and authorizationmechanism. The presented solution
inhibits attackers from manipulating or injecting false traffic
rules into the OpenFlow-enabled forwarding devices. Differ-
ent schemes of authentication mechanisms might be suitable
for this context and could be selected based on network
architecture and communication framework abilities [216].

3) NON-REPUDIATION
Non-repudiation is a highly important security aspect that
must be enforced in smart city communication systems to
assure specific conduct/behaviors were carried out by partic-
ular end-devices by keeping track of their appropriate iden-
tities. Eventually, the SDN controller has to assign appro-
priate identities to OpenFlow-enabled switches in order to
reduce the jeopardy of malignant and fake requests. Further,
the SDN needs to maintain the trace of applications identities
authorized to access the network services and functionali-
ties or make changes to resources in the network. In [211],
an approach for validation of source addresses is proposed.
The proposed solution aims to inspect all incoming traffic and
verify the identities of sources in order to mitigate security
faults. In [210], Namal et al. introduced an OpenFlow-Host
Identity-based scheme that is a cryptographic name-space
for device identity enforcement. In [209], YuHunag et al.
deployed the perpetual locator/identifier separation protocol
(LISP) [217] (i.e., where the perpetual identifier does not
change when user location changes) to develop a mechanism
to preserve accountability in SDN-enabled environment.

4) INFORMATION CONFIDENTIALITY
From a confidentiality perspective, access control policies
and encryption schemes need to be reinforced to guarantee
information protection from illegitimate access in commu-
nication systems. OpenFlow specifications offer a volitional
security policy to block impersonation-based attacks where
adversaries attempt to impersonate an SDN controller or
SDN-enabled forwarding device [16]. This optional feature
deploys TLS where authentication certificates are verified

and enables control interface encryption to prohibit eaves-
dropping from taking place. In [212], Gutz et al. proposed
a technique to reinforce slice isolation-based confidentiality,
where flows in diverse slices are isolated based on the func-
tionality of flow processing. Jafarian et al. in OF-RHM [205]
presented a moving target-based defense approach to trans-
form IP addresses of user devices to avert scanning vulnera-
bilities. FortNOX [206] is a solution to enforce content con-
fidentiality through traffic legitimacy. In [207], Santos et al.
presented a technique to reinforce confidentiality within a
hybrid OpenFlow network through the deployment of Iden-
tity Based Cryptography (IBC). A demonstration of HIP effi-
ciency is presented in OFHIP [210], where HIP [218] offers
cryptographic identities to boost networking flow confiden-
tiality via specific techniques for authentication.

5) INFORMATION INTEGRITY
To ensure information accuracy and content integrity
between devices and applications in different frameworks
of smart city, integrity measures must be properly imple-
mented. Innately, the SDN controller encloses content
integrity via demonstrable traffic rules, virtualization meth-
ods, and a holistic view over content destination and source.
VeriFlow [213] elaborates dynamic run-time mechanisms to
verify traffic rules pro-actively to enforce the traffic rules
integrity while OFHIP [210] utilizes transport mode-based
Encapsulating Security Payload (ESP) to prevent DoS threats
(i.e., authenticity of traffic origin). In Splendid [212],
an integrity approach is proposed based on flow isolation.
The efficiency of the proposed approach is not guaranteed
as no particular security platform is adopted to enforce the
integrity of networking traffic. FortNOX [206] also addressed
the data integrity challenges in the SDN-enabled communi-
cation systems role-based authentication for determining the
security authorization of OpenFlow applications through an
extension of NOXplatform [219] to uphold digital signatures.
The proposed extension also provides an avoidance mecha-
nism of traffic rules conflict through alias-based set of rules
algorithm, assuring that the information is transmitted only to
legitimate entities.

6) AVAILABILITY
Like the traditional networking environment, in the
SDN-enabled smart city communication systems, availabil-
ity must be ensured so that a denial of legitimate access
to applications and network services and resources is pre-
vented. In the smart city context, events such as natural
disasters and hardware failures are very likely to occur.
However, these events should not restrict authorized access to
resources. Therefore, availability can have various measures,
and there are indeed several research efforts to boost scalabil-
ity of the centralized SDN. Namely, [220] and [52] that are
approaches to enhance SDN availability through reducing the
charge/duty of the centralized controller.

Availability measure requires a rapid recuperation when
natural disasters or hardware failures take place. In [221],
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a swift recuperation technique is presented for SDN-enabled
communication systems. The approach aims at redirecting
the traffic flow through a different route within an optimal
time slot once hardware or software failures occur. In [222],
a mechanism is presented to upgrade the SDN controller to
avoid service interruption with optimal overhead. Guarantee-
ing the availability of the SDN application layer is a further
challenge and limitation in SDN-enabled smart city as ser-
vices delivered by various network operators could ambush in
the cloud and need to be available upon clients’ requests. This
availability limitation might even aggravate once commercial
networks move towards SDNs.

Furthermore, it is greatly important to assure the avail-
ability of flow rules tables in the forwarding devices for all
new forthcoming flows. However, the forwarding devices
have limited tables and thus will lead to a rejection of valid
requests. Lastly, the centralized controller and link failure
(e.g., natural disaster-based link failure) can degrade the
QoS in the underlying communication networks of smart
city [223].

Once threats in SDN-enabled communication systems are
characterized, vulnerability analysis and assessment need to
be performed in order to carry out appropriate decisions on
mechanisms and policies to place. These elaborated secu-
rity measures will supply network operators and smart city
planners with guidance to present acceptable security prac-
tices with regard to resiliency enforcement, recovery from
attacks, and implementation of new mechanisms to mitigate
the intentional attacks. Presently, network operators in smart
cities do not have efficient security policies set in place
and do not deploy codified and institutionalized determina-
tions for critical assets, where awareness of cybersecurity in
SDN-enabled smart city communication systems seems to be
quietly limited.

Since stringent mechanisms and policies are not wholly
exploited yet, response to intentional attacks is in the early
stages and on the making. Instantaneous response to cyber
attacks appears to be diversified with the widely prevalent
responses from traditional networks such as maintaining
back-ups, monitoring hardware/software faults, and security
by design. Retaining traditional communication networks is
a constraint in smart city infrastructures from the perspective
of communication systems resiliency, and thus establishing
new OpenFlow-based testbeds with a particular focus on
validation of SDN policies and security solutions is another
recommended practice in SDN-enabled smart city networked
systems [224].

V. FUTURE RESEARCH TRENDS
In this section, we discuss future research trends and existing
security challenges. We first detail research directions with
regard to general integration of SDN technology into smart
city networks. Building upon this, we then summarize those
research trends in security with accordance to smart city
specific applications.

The SDN controller allows developers and networking
administrators to implement advanced and efficient network-
ing architectures, models, and operational network appli-
cations. This flexibility will eventually carry out creativity
inventions and present security threats and challenges in the
networking industry and research. In this section, we present
a detailed discussion about open research problems and
future research opportunities for secure integration of SDN
architecture in smart city communication systems. The key
research directions are summarized as follows and detailed
afterward.
• Examination of the controller software implementations
prior to integration into smart city communication sys-
tems to identify possible exposures to common pitfalls
and design vulnerabilities

• Enforcement of authorization and access control of
SDN-enabled applications according to the demands of
the distinguished operations while preserving the net-
working overhead constraints

• Scalability enhancement to prevent adversaries from
elaborating attacks based on the immersing controller-
to-OVS communication

• Cascading deficiency caused by multi-SDN controllers
deployment

A. TOWARDS SDN-ENABLED SMART CITY
COMMUNICATION SYSTEMS
Yoon et al. [225] examined different implementations of
OpenFlow SDNs to demonstrate their exposure to common
sets of pitfalls and design weaknesses, which allow for an
intensive amount of security threats. Thus, the SDN-based
independent applications might utilize the functionalities of
various SDN elements at a time, and therefore could intro-
duce serious security vulnerabilities. Besides, when an SDN
application, whether a user or administrator based, is imple-
mented in the control plane in a detached system/SDN
environment, the SDN is rendered to be prone to security
challenges, such as policy integration complexity and policies
collision.

The majority of networking operations are perceived to
be installed as networking-enabled applications in software
within the SDN control plane (i.e., control layer-application
layer). While particular implementations in SDN software
might require network statistics about load-balancing, other
applications could require flow samples, and so on. Thus,
each particular type of SDN applications needs to have a
valid and safe authorization and access control according to
their distinguished operations’ demands in order to main-
tain a determined jurisdiction and utilize a reliable traffic
route while preserving the networking overhead constraints
as discussed in [68]. A categorization of SDN applications
that affect the SDN resiliency is therefore needed based
upon specific criteria; packaged services of network, ser-
vices for the network system, and networking-based critical
applications [68]. According to the authors, authorization and
access control mechanisms should not be unified for all SDN
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TABLE 13. Security practices in SDN-enabled smart city communication systems.

applications. Otherwise, the control layer may experience a
bottleneck because of the tremendous quantity of arriving
requests to gain entry to networking elements and resources.

Scalability is another concerning challenge in the cen-
tralized SDN controller since the quantity of control flows
augments as the topology (i.e. network and resources) size
increases. As a result, the response time of the flow rules setup
significantly increases [44]. Furthermore, the scarcity of SDN
scalability might allow adversaries to establish attacks based
on the immersing controller-to-OVS communication to sat-
urate the SDN control layer [226]. Moreover, the exhausted
OVS devices can further lead to a networking environment
compromise [227]. Despite several studies proposed the
employment of multiple SDNs to resolve the availability
challenges in SDN, such a deployment can however, lead to
cascading deficiency [228]. Thus, the corresponding scala-
bility to SDN resiliency must be taken into consideration in
order to grant a reliable SDN availability.

Additionally, the SDN controller offers control and appli-
cation layer-based services for a broad range of SDN-enabled
traffic forwarding entities [229]. However, such an SDN
mechanism can lead to a controller-to-entity and entity-to-
entity latency increase when reciprocating the network state
and resource inquiries, and therefore introducing new vul-
nerabilities related to SDN availability. It is also feasible
that the larger the number of connected OVS devices in
SDN topology becomes, the higher the SDN response time
of installing traffic rules is because more incoming traffic
requires additional setup demands from the controller [230].

Hence, a smart trade-off between the infrastructure and con-
trol layers is recommended as an eventual criteria to optimize
the OVS reliance on the SDN and improve both scalability
and delay through internal decision-making abilities (e.g.,
traffic analysis and routing decisions). Besides, the relocation
of the control layer’s functionalities is further challenging
if these functionalities are critical and require fast reaction
decisions (e.g., link failure detection, forwarding path calcu-
lation). Moreover, the security of OpenFlow networks does
not only rely on the fault tolerance over the infrastructure
layer, but also on the high availability of the non-distributed
control layer functions.

The security of a network environment is a crucial struc-
tural component of network management [14], and resilient
policy adoptions demand a comprehensive analysis of poli-
cies’ configurations in order to avert policy conflicts, and
therefore minimize the risks of security vulnerabilities and
maintain the network flows alive when a security breach
occurs. Like in traditional networks, networking flow char-
acteristics, features, and statistics in SDN-enabled networks
can be utilized to capture DoS threats. Several studies such as,
[151], [231], and [232], where precisely the control-to-data
layers saturation attacks are addressed in reactive controllers
via lightweight protocol implementations for independent
detection and mitigation mechanisms. However, the holistic
and centralized networking view in SDN and the flexible
programmability of its infrastructure layer are likely to allow
for interdependent and mutual policies deployment. Thus,
it is recommended to design interdependent policies for both
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security and flow forwarding that guarantee a secure for-
warding of networking flow and fully benefit from the SDN
features.

SDN further allows for introducing languages and con-
trollers that have the ability to dynamically react under the
network state alterations [233]. SDN controllers provide a
framework for efficient automation and monitoring of the
networking environment, therefore rendering the design of
new tasks automation-based applications simple (i.e., man-
ually performed tasks) [234]. As a result, the communication
and SDN operations cost can beminimized through dedicated
automation mechanisms [235] and [236]. Such mechanisms
can be elaborated and developed based on platforms dedi-
cated to automated policies and autonomous control imple-
mentations. However, no practical mechanism for policy
automation has been tested in SDN yet.

Furthermore, the logical centralization of the SDN brings
in more charges for network operators as the scarcity of
the operator’s awareness and familiarity could render the
networking environment prone to bottleneck threats. Thus,
autonomous recovery applications as well as automated, flex-
ible, and advanced security mechanisms, are recommended
to be placed on the top of the SDN controller so that the
operators only need to provideminimal involvement to secure
the communication system.

B. SDN SECURITY IN SMART CITY IoT NETWORKS
From the IoT perspective, the IETF specifications seek
the standardization of the Manufacturer Usage Descrip-
tion (MUD) mechanism and grammar for designating IoT
devices’ demeanor in order to narrow down the security
threats surface. In this context, SDN can be deployed to
control the internal communication between IoT devices
through implementations of access control lists (ACLs) [165].
Additionally, SDN can also be employed in a distributed
manner to enforce distributed security roles in a large scale
IoT environment by mapping different controllers to different
security roles [145]. Moreover, SDN-IoT is indeed a hot
topic. To date, only light work has been conducted over lever-
aging SDN capabilities to improve resiliency and security in
IoT-enabled environment and applications. Because of the
resource constraints in some IoT devices, SDN can present
more challenges to IoT environments because of the limited
flow table size of SDN-enabled forwarding devices (e.g.,
OVS devices) [237]. Besides this challenge, the centralized
management of SDN can suffer from single-point-of-failure
vulnerability. In order to overcome such a challenge, reliable
back-up solutions need to be considered. It is important to
state that it is still unclear how such solutions can be elabo-
rated when SDN is adopted in IoT networked systems.

C. SECURITY OF SDN-ENABLED SMART GRIDS
As for SDN-enabled smart grids, any cyber-resilient infras-
tructure needs comprehensive risk speculation mechanisms.
Likewise, in order for a smart city grid to fulfill the resiliency
requirements, the security of its networked systems should

be feasibly quantified in both the absence and presence of
attacks. Thus, when deploying SDN for smart grids commu-
nicationmanagement, an implementation of a risk assessment
model is recommended to quantify security in the communi-
cation systems [130].

Furthermore, when deploying multiple SDN controllers
in a communication infrastructure, methods for quantify-
ing security in terms of number of controllers should be
elaborated. Using diversity modeling and attack graphs can
assure that adding more controllers enhance the resiliency
and security of the network [238]. Additionally, the majority
of existing SDN-enabled security solutions are limited by
a centralized framework, which presents remarkable over-
head (at the control layer in particular), and thus, helm
to control links congestion. Therefore, distributed security
platforms that leverage the capabilities of SDN control and
monitoring along with the scalability of distributed systems
must be deployed [239]. It is important to note that several
existing security services in SDN require complex config-
uration, which may impact packet inspection performance,
bandwidth, and network propagation delay. One solution can
be the action-based abstraction for security services instan-
tiation at the data plane level [240]. It is important to add
that the system control and monitoring future is emerging
towards a cyber-social-physical microgrid resilient commu-
nities. A substantial research trend in this area is the incor-
poration of SDN and human behavior into secure smart city
communities (e.g., human errors, reliable social networks,
client-centric demand response). Therefore, further security
issues must be taken into account for future research on
SDN-enabled control microgrids in smart city networked
systems [32].

D. SDN & SECURE NFV-ENABLED SMART CITY
NETWORKS
Various research proposals deal with authorization and access
control using SDN. However, SDN combined with NFV
features have not been remarkably shed light on these security
applications. Unlike SDN, NFV/SDN platform provides het-
erogeneous services as it allows for handling control access to
operations over networking flows on virtual resources [241].
Moreover, none of the existing security solutions address
resiliency issues related to VNF operations. As discussed in
previous sections, SDN can be deployed to provide bridges
for efficient routing of data in the smart city communication
systems. However, such deployment requires assessing the
time synchronization of the differently implemented bridges
using a low-cost platform [179]. Furthermore, SDN can be
regarded as an essential component of information security
support in smart city service-oriented infrastructures, data-
centers, and cloud [242]. The service-oriented infrastructures
are presented in the form of a sequence of tasks and-or sub-
tasks managed by scheduling mechanisms. Thus, it is recom-
mended to integrate an information security solution of such
services, where the interaction among various tasks/subtasks
is handled by the SDN controller.
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E. SDN FOR SECURE VEHICULAR NETWORKS IN
SMART CITY
Besides, In a smart city SDVN networked system, the dis-
tribution and dispatch of illegitimate data from unauthorized
parties/devices can helm severe incidents (e.g., collisions).
Thus, the SDN controller in such a critical environment
should be highly secured. Furthermore, in SDVN-enabled
networking systems, various security threats may compro-
mise the centralized SDN control, infrastructure, and applica-
tion layers. In particular, the centralized controller in SDVN
should be secured against conventional security threats, such
as DoS/DDoS, MITM, malignant applications, unauthorized
access, and flow rules conflicts. Such security threats typi-
cally occur because of the lack of security enforcement in
the transport layer and the injection of reactive flow rules,
respectively. To thwart such challenges, physical network
security in SDVNs should be enhanced. Although several
remarkable research studies, such as [131], [171], [176],
and [177] have been conducted over this topic, they cannot
be efficiently applied to VANETs because of their mobility
characteristics. Herein, future security solutions must fulfill
the VANET system nature needs.

Lastly, a further future direction is the integration of
blockchain technology and SDN into smart city applications.
An integration example can be blockchain As-a-Service
[243]. In this direction, a permissioned blockchain can be
deployed to provide malware injection against not only the
SDN planes, but also the intermediate communication paths.

VI. CONCLUSION
Networking infrastructures in the smart city have to fulfill the
heterogeneity and interoperability requirements. Such strin-
gent requirements span a wide range of essential components
in smart city systems, ranging from user smart devices, net-
work equipment, vendor proprietary software, communica-
tion technologies and protocols, and smart services and smart
city applications. While for the last several years SDN has
evolved as a part of the promising resilient future Internet
architecture and has been comprehensively studied, a tremen-
dous amount of existing studies has shed light on the SDN
adoption in smart cities’ communication networks to enhance
their resiliency and security. In this article, we conducted a
comprehensive and in-depth survey to discuss the core func-
tionality of SDN from the perspective of security resilience,
followed by a detailed discussion of existing security threats
and challenges per SDN plane-based classification. Further-
more, we presented an inclusive probe of the current state-of-
art that will facilitate the development of reliable, secure, and
resilient SDN communication systems for the smart city.
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