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ABSTRACT Database forensic investigation (DBFI) is an important area of research within digital forensics.
It’s importance is growing as digital data becomes more extensive and commonplace. The challenges
associated with DBFI are numerous, and one of the challenges is the lack of a harmonized DBFI process for
investigators to follow. In this paper, therefore, we conduct a survey of existing literature with the hope of
understanding the body of work already accomplished. Furthermore, we build on the existing literature to
present a harmonized DBFI process using design science research methodology. This harmonized DBFI
process has been developed based on three key categories (i.e. planning, preparation and pre-response,
acquisition and preservation, and analysis and reconstruction). Furthermore, the DBFI has been designed
to avoid confusion or ambiguity, as well as providing practitioners with a systematic method of performing
DBFI with a higher degree of certainty.

INDEX TERMS Database forensics, database forensic investigation, digital forensics, investigation process
model.

I. INTRODUCTION
The use of different terminologies along with different defi-
nitions to describe exactly the same thing, object or activity
can cause confusion and ambiguity [1], which does not help
reasoning in a court of law. A unique terminology along with
an explicit definition is usually required to inform the reader
on what each term in the process model meant [2]. This is
particularly useful in digital forensics where the ambiguity
of terms could result in litigation failure [3]. Otherwise,
the reader may be in the dark about what the author is thinking
and studying. Defining exactly what each terminology means
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is an important part of the process construction. As a result,
semantic-based conflicts that arise between two or more ter-
minologies, must be reconciled or harmonized based on a
common interpretation.

This paper discusses the redundancy and overlaps in the
DBFI processes which made the DBFI field ambiguous and
heterogeneous among domain investigators. Redundancy in
this regard refers to the tendency of multiple components
of a model (or even different models) to imply the same
meaning, even within the same context (as well as within
different contexts). And in a different context, such terminol-
ogy presents room for ambiguous connotations which could
limit the efficacy of the proposed model. The combination of
these two fundamental limitations could potentially lead to
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evidence inadmissibility in litigation [4]. Furthermore, legal
adversaries tend to seek such avenues to propound grounds
for evidence dismissal. Considering the volatile and dynamic
nature of digital evidence, especially potential evidence in
the working memory of the drive, it is essential to uniquely
specify what each component entails, in a digital forensic pro-
cess model. Therefore, a structured, organized, and unified
investigation process in abstract categorizations is needed to
address the high degree of redundancy, and ambiguity of the
investigation processes among domain investigators.

A total of 40 DBFI process models were reviewed.
We adapted the design science research method (DSRM)
to categorize and organize the redundant and overlapping
investigation processes in this reviewed literature, based on
the semantic similarities in meaning or activities [5], [6]. All
redundant investigation processes that have similar semantic
meaning or functional meaning are organized, merged and
grouped into a separate category. Hence, three categoriza-
tions, namely: i) Planning, Preparation and Pre-Response
Category (PPPRC); ii) Acquisition and Preservation Cat-
egory (APC), and iii) Analysis and Reconstruction Cate-
gory (ARC) are proposed. It accepts the harmonizations
of the tasks, activities, and terminologies of all redundant
database forensic investigation processes; thereby, addressing
the heterogeneity and ambiguity of the investigation pro-
cesses among domain investigators.

The rest of the paper is structured as follows: Section 2 pro-
vides the background upon which the study is built
and any related work. Section 3 provides the methodol-
ogy. Section 4 provides discussion and analysis results.
Section 5 offers a conclusion.

II. BACKGROUND AND RELATED WORKS
As discussed earlier, existing DBFI processes have var-
ied redundant and overlapping semantics, activities, and
tasks which can cause ambiguity and confusion, particularly
among newer and inexperienced domain investigators.

The forensic investigation model of [7], for example, com-
prises the following four database investigation processes:
Suspending Database Operation, Collecting Data, Recon-
structing Database, andRestoring Database Integrity. A sim-
ilar, albeit granular investigation methodology was proposed
by Fowler et al. [8] which consists of seven investigation
processes: Verification, System Description, Evidence Col-
lection, Timeline Creation, Media Analysis, Data Recovery,
and String Search. The study in [9] further proposed an inves-
tigation of a live-response model for Oracle databases which
consisted of two investigation processes: Identification Pro-
cess and Evidence Collection. A four-process investigation
model was proposed by [10] to addressMSSQL Server foren-
sics with the following processes: Investigation Preparation,
Incident Verification, Artifact Collection, and Artifact Analy-
sis. Son et al. [11] presented a model to detect and investigate
malicious activities in a database server, which comprises
three investigation processes, namely: Server Detection,Data
Collection, and Investigation of Data Collected. Extending

the detection process model, a four-process investigation
model was proposed in [12]. The processes in this model
included Collection and Preservation, Analysis of Anti-
forensic Attacks,Analysis of Database Attack, andPreserving
Evidence Report. Additionally, Preliminary Analysis, Execu-
tion, and Analysis were proposed in [13].
The forensic tamper detection model of Basu [14] was

designed to handle sensitive data in a MSSQL server. Specif-
ically, in this model, the authentication and authorization
mechanisms (via a SQL server) protect against external
sources, but not against malicious insiders (as noted by
Pavlou [15]. Similarly, a specific discovering model was
proposed by [16] to reveal data theft in a database, espe-
cially when the auditing features in a database are disabled
or absent. The model shows how an incident responder or
a database administrator may determine that a breach has
occurred in an Oracle database server in the event that there
is no audit trail. The proposed model provides the Discov-
ering process that consists of several concepts and activities
that have a similar meaning and functioning to the proposed
Identification process. Reference [17] presented a model that
consists of several digital forensic processes. One of these
processes is Detection, which is designed to identify covert
database systems (e.g. such as those in an organization that is
abused to hide evidence of illegal activities or wrong-doings
within an organization).

The model of Fasan and Olivier [18] includes a reconstruc-
tion process, designed to help forensic investigators deter-
mine the presence of data of interest in the target database,
including in the event that involves database modification
activities that may have removed the data. Several concepts
and activities in this model are similar to concepts and activi-
ties of the proposed Artifact Analysis process. Reference [19]
proposed a forensic model to transform the data model of the
database management system (DBMS) to a state appropriate
for forensic investigation. This specific model provided an
Identification process along with associated forensic meth-
ods. The data model can be viewed as the highest level
of metadata which governs the way other metadata and
data in the DBMS are presented to the user. A model to
detect database tampering was proposed by [20]. The model
includes a mechanism to provide audit logs for transaction
processing systems, which can facilitate the detection of
tampering in database systems. SQL coding was used to
provide authentication codes on the collected data. Thus,
this model implicitly provides an identification process. The
Identification process in this model identifies audit logs, SQL
triggers, hashing algorithms, extracts data from log files and
ensures the collected data’s validity.

In [21], the authors presented the Triggers, Logfile back-
ups, and Replications techniques, in order to collect digi-
tal evidence from database systems. Triggers are designed
to detect data modifications, Logfile backups are used as a
regular method to collect and maintain digital evidence of
database activity, and Replication allows the copying and dis-
tributing of data and database objects from one environment
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to another. Data between databases are also synchronized for
consistency. This model also includes a Collection process,
which uses evidence collected from the three previously dis-
cussed techniques. On a similar note, a collection process
model was proposed by [22]. This model was designed to
facilitate the location of key evidence and achieving both evi-
dential integrity and reliability. Thismodel segments aDBMS
into four abstract data model, data dictionary, application
schema, and application data layers, which serve to separate
the various levels of DBMS metadata and data.

An Identification process has been proposed by [23] to
protect potential evidence against attackers, even when an
object has been dropped and eliminated from the database
system. Several resources (fixed views and tables), can be
linked together to build an accurate picture of what actions
the attacker took. The investigators link these fixed views
and tables through SQL queries and detect attacker actions.
An investigation model to assist investigators to access the
data stored inMySQL, whether the user is simply unavailable
or perhaps under investigation was proposed by [24]. Five
common forensic investigation processes have been proposed
by [25] namely, the (i) identification, (ii) collection, (iii)
preservation, (iv) analysis and (v) presentation processes.
The investigator may need to use the higher permissions
of the system administrator to bypass the user’s password.
This model explains two methods that help achieve this goal:
Copy and Plainview methods. The Copy method copies the
system files to a new instance of MySQL and totally defeats
the password protection. The Plainview method looks at the
system files through the command line and provides a narrow
view that reveals some of the data. This investigation model
proposed an Identification process. Recently, four investi-
gation processes have been proposed by [26] identification,
artifact collection, artifact analysis, and presentation and
documentation. Bria et al. [27] proposed five investigation
processes, which are database identification, investigation,
artefacts collection, analysis, and documentation. These pro-
cesses have been widely explored in other domains of digital
forensics, and have been proven to indeed demonstrate some
tendency of overlap [2], [3]. Therefore, clearly, all DBFI
processes, activities, and tasks, are required to be specific,
redundant and non-overlapping. This is essentially important
to solve specific investigation challenges.

III. METHODOLOGY
In this section, we will explain the criteria used in the catego-
rization. Firstly based on the concepts introduced in [28], the
categorization integrates concepts and relationships in DBFI.
This allows us to undertake model collection, classification,
extraction of useful concepts, concept identification, relation-
ship identification and finally model validation. We focus on
extracting processes that can help in categorization, based
on semantics, ambiguity and heterogeneity among domain
investigators. The adapted process comprises the following
three phases:

i. Identify and Select DBFI Models
ii. Recognize and Extract Database Forensic Investigation

Processes
iii. Categorize the Extracted Database Forensic Investiga-

tion Process

Phase I: Identify and Select DBFI Models
In this step, the DBFI models were identified and selected.

Several DBFI models were discussed and analyzed in the
literature review. Model selection for this study was based
on coverage factors that were identified in previous research
[28].Wide coverage of DBFI processes that are broadly appli-
cable is required to fulfill the aim of categorizing the investi-
gation process. Using a coverage metric quickly provides an
indication of sourced model applicability. The model is said
to have a high coverage value if the model has at least two
investigation processes. The model has a reduced amount of
coverage value if the model only describes one DBFI process.
The output of this step is twenty-two (22) common models
for categorization purposes as shown in Table 1. where ID
represents the first selected model (and this is the Model ID
in Table 2).
Phase II: Recognize and Extract Database Forensic

Investigation Processes
In this step investigation processes from the 22 models

were extracted based on criteria adapted from [41], [42]:

i. Titles, abstracts, related works, and conclusions were
excluded: the investigation process was either extracted
from the diagram or from the main textual model.

ii. The investigation process must have a definition, activ-
ity or task; to recognize the purpose and meaning of the
process.

iii. Irrelevant investigation processes not related to con-
ducting DBFI were excluded.

iv. Include explicit and implicit investigation processes
from models. As shown in Table 2 it was discov-
ered there are seventy-eight(78) investigation processes
from the 22 DBFI models. Most of these 78 investiga-
tion processes are redundant and need to be merged and
grouped into a specific categorization. The next section
discusses this merging process.

Phase III: Categorization of the Extracted Database
Forensic Investigation Process

This phase describes how the 78 investigation processes
are grouped into several categorizations based on their simi-
larities in meaning and activities. The same approaches have
been suggested by [5], [6].

The first categorization examined investigation processes
from an incident response and preparation perspective. For
example, the Suspension of Database Operation process in
the model of [7] cuts off access to the database server for
users in order to enable the capture of database activities,
while the Verification and System Description processes in
the model of Fowler et al. [8] verifies and checks database
incidents, isolates the database server, confirms the incident,
and documents system information such as system name,
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TABLE 1. Identified and selected DBFI models.

serial number, operating system, system function, and phys-
ical description. In addition, the Identification process in
[43] model provides for disconnecting the database server
from the network in order to capture volatile data. Similarly,
the Investigation Preparation and Incident Verification pro-
cesses in [10] model are used to identify and verify database
incidents, begin a preliminary investigation, prepare work-
stations and tools for incident response, and disconnect the
database server.

Furthermore, the Database Connection Environment pro-
cess in the model proposed by [29] prepares the investigation
environment and obtains the necessary permissions to be able
to access the database and execute the required commands.
Also, the purpose of the Table Relationship Search and Join
process is to extract table-spaces in the database, select the
target, select the tables which store investigation data, and
repeatedly check the other table field.

The Data Acquirement with Seizure and Search Warrant
process requires securing the incident scene and extract-
ing evidence that relates to a crime or an incident [30].

TABLE 2. Extracted investigation processes.

Another process is the Server Detection process used to detect
any server hosting a database system. This process includes
understanding the overall network inside a company; and
acquiring the network’s topology to identify and detect the
victim database server [11]. The Setup Evidence Collection
Server process described in the [32] model is used to pre-
pare the environment to store recorded incidents, while the
Identification process described in [33] identifies relevant
database files (text files, log files, binary files) and utilities.
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Similarly, [34] proposed an Incident Reporting and Exam-
ination Preparation processes, which are used to capture
database incidents through user reports, system audits, and/or
triggered events. Database incidents are then handled by
cutting off the network, configuring the investigation environ-
ment, identifying violated policies, preparing the proper tools
and informing the decision-maker. In addition, [18] suggested
Determining Database Dimension and Acquisition Method
processes, which are used for identifying which dimension of
the database has been attacked or hacked. Once this has been
achieved, the proper acquisition methods for that dimension
are then identified. Also, the Choose Environment and Select
Implement Method process proposed by [36] is used to select
the forensic environment (clean or discovered environment),
and select a method that is used to transform the forensic
setting into the selected forensic environment. Also, the Pre-
liminary Analysis process is proposed by [13] that aimed to
create an architectural visualization of the database with all
the components and their location within the layered model
of the DBMS, identify files and folders in layers below
the storage engines’ layer, prepare and use forensic tools
and procedures to create an initial image and then collect
metadata values of the identified target files, and record the
metadata of the target files. The Identification process is
offered by [40] that intended to prepare laws and regula-
tions, investigation techniques, investigation team, policies,
database resources, investigation environment, authorization,
detection server, interview, detection database incident, and
incident report. Also, the Identification process proposed by
[26] is used to prepare a clean database forensic investigation
environment and trusted forensic techniques, as well as allow
the investigation team to isolate the database server from
the network to prevent users from tampering with it, and
to capture volatile and non-volatile data. Finally, [27] intro-
duced a Database Identification process useful for defining,
identifying, preparing, detecting, and investigating database
incidents. This is the initial process of an investigation to
find a problem in the database. This can help to identify the
investigation methods to be used in this investigation process.

Thus, twenty-one (21) investigation processes have been
organized and merged in the first category based on their
similar activities or meaning as shown in Table 3.

The second categorization focused on data collection. For
example, the data collection process of [7] focuses on assem-
bling data, metadata and intruder activities. The Evidence
Collection processes in [8], [43] are designed to collect evi-
dence from the database server(s) of interest. The Artifact
Collection process in [10] is designed to facilitate the col-
lection of volatile and non-volatile MSSQL Server database
artifacts such as log files, data files, data cache, transaction
logs, and log files. In [29], theData Extraction process allows
one to extract data on relationships that are connected to
columns in database tables of interest. In addition, the ear-
lier phase of [30] investigation process has similar activities
designed to acquire fraud data from the database server of
relevance. Metadata Extraction process in [45] allows one

TABLE 3. Category A of DBFI process.

to extract the metadata of the database dimension and deter-
mine the individual authorized to perform a certain action.
Data Collection process in [11] comprises two stages, one

112850 VOLUME 8, 2020



A. Al-Dhaqm et al.: Categorization and Organization of DBFI Processes

dedicated to selective files and the another for collecting
entire files. The file collection process of [32] allows one to
collect Oracle files from specific locations, prior to relocating
to the evidence collection server for further investigation.
The Artifact Collection process was also proposed in [33]
to collect and extract database files and metadata from com-
promised MySQL Server databases. Similarly, the authors of
[34] proposed a Collection process as a sub-process of phys-
ical and digital examination to collect physical and digital
data. The Collection of Volatile Artifacts and Non-Volatile
Artifacts processes were proposed in [18] to collect database
files, log files, log transactions and also volatile artifacts
such as data caches, redo logs, and undo logs. Similar to
the Artifact Collection process proposed in [10], and Artifact
Collection process proposed in [35]. The Collect Suspect
Database System proposed in [36] allows investigators to
collect and extract suspected database management system
data and move it to a secure area for further forensic investi-
gation. The Collection and Preservation process proposed in
[12] allows investigators to collect detailed multiple logs of
SQL, MySQL and operating systems. The Collection process
that was proposed in [37] is used to gather evidence by
replicating sources. The Execution process proposed in [13]
allows investigators to use forensic tools and procedures to
create forensic values and then collect metadata values of the
identified target files.

Thus, twenty (21) investigation processes have been orga-
nized in a second categorization based on their similar activ-
ities or meaning as shown in Table 4.

The third categorization is broadly focused on database
reconstruction, analysis, and overall forensic analysis. For
example, an Analysis process has been proposed in several
models. In the model of [7], it was used to reconstruct
the database and restore database integrity after collecting
data to rebuild intruder activities along with revealing mali-
cious actions and restoring database consistency. In addition,
Fowler identified it with different names in two models. For
example, in the model of [8], it was mentioned as part of
the Timeline Creation, Media Analysis, Data Recovery and
String Search processes, while the authors of [10] described
it as part of the Artifact Analysis process to reconstruct
timeline events and analyze malicious activity. In addition,
the model in [30] referred to the analysis process as Financial
and Business Data Analysis and used it to reveal fraudu-
lent transactions. Other models referred to the analysis pro-
cess as Restoration and Searchability [31], and Investigation
on Data Collected [11]. Furthermore, the authors of [33]
mentioned it explicitly as Artifact Analysis, as part of the
Reconstruction process along with the Physical and Digital
Examination process of the model in [34]. Also, the Forensic
Analysis process proposed by the authors of [38] uses log
analysis and/or log management tools to enhance the analysis
of the volume of information that may be retrieved from
log files during database forensics. Other models referred
to the Analysis process as Forensic Analysis [35], Anal-
ysis Anti-Forensic Attacks, and Analysis Database Attack

TABLE 4. Category B of DBFI process.

[12], Reconstructing Evidence [37], Reconstruction [38], and
Reconstructing Volatile Artifacts [39].

Therefore, twenty-one (21) investigation processes have
been organized and merged based on their activities and
meaning. Table 5 presents the third categorization of orga-
nized and merged investigation processes with similar mean-
ings and activities.

IV. RESULTS AND DISCUSSION
Seventy-eight (78) common investigation processes have
been extracted from 22 DBFI models. Clearly, the extracted
processes were overlapping and redundant. Thus, the cat-
egorization of these processes was applied, to solve the
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TABLE 5. Category C of DBFI process. TABLE 5. (Countinued) Category C of DBFI process.

heterogeneity and ambiguity of these overlapping and redun-
dant processes. Thus, the categorization procedure did not
rely solely on naming conventions but relied on similarities
in the activities or meaning. Thus, three main categorizations
have been proposed in this study which are PPPRC, APC, and
ARC. Each category includes similar activities, tasks, mean-
ings, and purposings regardless of the naming of investigation
processes.

A. CATEGORY A: PLANNING, PREPARATION, AND
PRE-INCIDENT RESPONSE CATEGORY (PPPRC)
This category contains 21 investigation processes that may
be used for planning, preparation and database pre-incident
responding. PPPRC is incorporated as a proactive approach
before incident identification – see ISO/IEC 27043 [48].
According to ISO/IEC 27043, forensic readiness is optional
and hence, our study does not include readiness as a manda-
tory process. However, in PPPRC, both preparation and plan-
ning can be used when the need arises. The entire PPPRC
category’s processes are used to prepare a clean database
forensic investigation environment and trusted forensic tech-
niques, as well as allowing for the isolation of the database
server from the network to prevent users from tampering
with and/or capturing volatile and non-volatile data. Also,
we determined that the PPPRC will have six investigation
stages as shown in Fig 1, which are:

i. Notifying of Incident
ii. Incident Responding
iii. Identifying Source
iv. Verifying of Incident
v. Isolating Database Server
vi. Preparing Investigation Environment

The first investigation stage is Notifying of Incident. The
DBA of the company notifies the higher management staff
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FIGURE 1. Planning, preparation and pre-incident responst category (PPPRC).

(e.g.: Chief Executive Officer (CEO), Chief Operating Offi-
cer (COO), Chief Security Officer (CSO)) about the database
server incident [37]. In this case, the CEO of the company has
two choices [10]: Either to assign an internal/external investi-
gation team to investigate the database server incident, or stop
the investigation [10]. The first choice: assign and autho-
rize an internal/external investigation team. The investigation
team performs the second stage of the PPPRC namely the
Incident Responding Stage. The Incident Responding Stage
is using for gathering incident details such as any information

about incident events, parties involved thus far in the inves-
tigation, and the size and number of databases involved [8],
[10]. The investigation team used trusted and cleaned forensic
techniques to seize investigation sources [30], and gather
the volatile artifacts [9], as well as gather valuable informa-
tion through conducting interviews with staff [11]. Incident
Responding Stage includes three concepts: Capture, Live
Response, and Interview. In this way, the investigation team
captures the investigation sources such as volatile and non-
volatile artifacts [9]. Also, Live Response has an association
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relationship with Volatile Artifact. Thus, the investigation
team gathers valuable volatile data fromVolatile Artifact. The
last concept of the Incident Responding Stage is the Interview
concept. The investigation team should conduct interviews
with senior staff of companies such as the DBA and CEO
[11]. The basic information such as information accounts,
network ports, database servers, users, incident reports, logs,
investigation procedures and policies may be gathered during
the interviews [11]. Clearly, the Incident Responding stage
allows the investigation team to illustrate the boundaries of
an incident, and then identify the investigation sources. The
third investigation stage is Identifying Source Stage that is
used to identify specific investigation sources [9], [10], [33].
An investigation source includes several valuable volatile and
non-volatile artifacts that hold the valued evidences.

Therefore, this stage includes evidence items that were
seized and captured during the responding stage such as
source, artifact, volatile artifact, nonvolatile artifact, database
files, log files, and undo log files. The fourth investiga-
tion stage is Verifying of Incident Stage that allows the
investigation team to check and verify the database incident
[8], [10]. It consists of nine (9) concepts as discovered
from the literature: Investigation Team, Incident, Modi-
fied Database, Destroyed Database, Compromised Database,
Types Of Incident, Company, Report, and Decision. There-
fore, the investigation team should determine what kind of
incident (compromised, destroyed or modified) [18], the
nature and the status of the incident. Then the investigation
team submits detailed reports about the incident to com-
pany management [30]. Company management reviews the
reports, and makes decisions: either to continue the investiga-
tion task, stop it or to disconnect the database server from the
network [9], [34]. After verifying and determining the nature
of the incident, the Isolating Database Server Stage is started.

The Isolating Database Server Stage is the fifth inves-
tigation stage that allows the investigation team to iso-
late/disconnect a suspect database server from the network
to avoid more tampering [10], [7]. It consists of three con-
cepts as discovered from the literature: Investigation Team,
Database Server, and Database Management System. The
isolating/disconnecting of the suspect database server does
not mean a shutdown of the database [9], just isolating
the users from the database management system [7], [34].
Finally, the investigation team should conduct the Preparing
Investigation Environment Stage.

The Preparing Investigation Environment stage allows the
investigation team to prepare the investigation environment
to conduct a full investigation task [10]. The investigation
environment includes six (6) concepts: Investigation Team,
Forensic Workstation, Clean Environment, Found Environ-
ment, Forensic Technique, and Source. The investigation
team prepares the trusted forensic workstationwhich includes
the trusted forensic technique(forensic tools, and methods),
and the investigation sources which were identified in the
identifying stage.

FIGURE 2. Acquisition and preservation category (APC).

B. CATEGORY B: ACQUISITION AND PRESERVATION
CATEGORY (APC)
The second category is Category B, which contains 21 inves-
tigation processes that may use to collect and preserve volatile
and non-volatile artifacts from the suspect database using
trusted forensic techniques. We called this category Acqui-
sition and Preservation Category (APC). we discovered the
APC includes 2 investigation stages as shown in Fig 2
which are:

i. Acquiring Data
ii. Preserving Data

TheAcquiringData staged is used to gather/acquire data from
a seized and captured investigation source that was identified
in the identifying source stage [8], [9], [18], [30]. It consists
of some concepts discovered from the literature to achieve
this mission: Investigation Team, Report, Forensic Work-
station, Clean Environment, Found Environment, Forensic
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Technique, Data Acquisition, Source, and Data Collected.
The Forensic Workstation concept includes trusted forensic
techniques (forensic tools, and methods) to acquire Sources
such as Volatile Artifact, and Nonvolatile Artifact. Investi-
gation Team such as an investigator or examiner to achieve
the Data Acquisition (Live Acquisition, Dead Acquisition, or
Hybrid Acquisition) to acquire the volatile and non-volatile
data from sources, which were seized and captured during
the preparation stage. The output of this stage is the Data
Collected. The Data Collected is data collected during the
collection process that can be used for the analysis process.
It includes many data relating to database activity, physical
log files, and file database server. Furthermore, these data
include evidences of what the intruder did and metadata
regarding the intruder’s activity [8], [9], [11], [18], [7], [29],
[30], [33], [34], [38]. Therefore, the results of the Acquiring
stage need to be preserved.

The Preserving Data stage is used to protect the integrity
of data collected using hashing and backup methods [7],
[31], and also to prevent any modification of collected data
[10], [34]. The preserving data stage consists of Data Col-
lected, Hashing, Integrity, Backup, Hashed Value, and Foren-
sic Workstation concepts discovered from the literature. The
Data Collected produced from the Acquiring data stage needs
Hashing, and Backing up, to keep the integrity of data. Hash-
ing is used to ensure that the database forensics techniques
that were applied to hash the collected data have not changed
the data. Also, it assures the reliability of transferred collected
data between the source and the destination [9], [7], [38],
[45]. Moreover, the backup concept provides an exact copy of
data collected that may be used as a second copy when origi-
nal data has been altered [7], [31], [33], [38], [45]. Therefore,
the copy of the hashed collected data should be transferred
to the forensic workstation through the secure channels to
conduct reconstruction and analysis activities.

C. CATEGORY C: ANALYSIS AND RECONSTRUCTING
CATEGORY (ARC)
The third category is Category C. It consists of 21 investi-
gation processes that may be used for analysis of acquired
data, activity reconstruction and data recovery using special
forensic techniques to reveal who is tampering, when and
where the tampering happened and how the tampering hap-
pened. We called this category Analysis and Reconstructing
Category (ARC). It is worth noting that the logic of breach
in a Database posit that the event has occurred and will thus
require a reconstruction process, after the relevant data has
been identified and acquiredWe determined the ARC has two
investigation stages as shown in Figure 3 which are:

i. Examine Data Collected
ii. Analyse Data Collected
iii. Reconstruct Data Collected

The Examine Data Collected stage is used to ensure that data
collected is authentic and has not been tampered with [7],
[32], [34]. It consists of nine (9) concepts discovered from the

FIGURE 3. Analysis and reconstructing category (ARC).

literature: Investigation Team, Report, Forensic Technique,
Examination, Data Collected, Forensic Workstation, Clean
Environment, Found Environment, and Rehashing. Thus,
the first mission of the investigation team is to examine
the authenticity of data collected using appropriate forensic
techniques.

However, if the collected data has been modified, the
investigation team must bring another clean copy of the data
collected from the originally collected data. The examination
report is issued by the investigation team to document the
steps and results of the examined data collected stage.

Next, the analysis allows the digital forensic experts to
filter data acquired from a target device. Thus, the digital
forensic examiner (In stage 2) will acquire data from the
target, normalize the data, rehash the data again to ensure
integrity, and store this data before the results are interpreted.
According to [49], [50], such a process increases the potential
of incident detection by generating forensic hypothesis that
can be used to answer questions relative to security incidents.
Answering these questions facilitates the reconstruction of
the timeline of events

The Reconstruct Data Stage is used to reconstruct time-
line events from collected volatile and non-volatile data
which involves retracing past system, user database activity,
past SQL execution history, stored procedures, and function
execution [10], [18], [7], [33], [37]–[39]. It consists of nine
(9) concepts as discovered from the literature: Forensic
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Workstation, Reconstruction, Timeline, Data Collected,
Investigation Team, Report, Forensic Technique, Database
Management System, and Evidence. The investigation team,
such as the examiner or analyzer, performs a reconstruction
process using forensic techniques such as LogMiner [46],
forensic algorithms [47], or Dragon [15]. The reconstruction
process requires clean or existing DBMS and Data Collected
to construct the Time Line. The timeline is a collection of dig-
ital events that have been recognized from the reconstruction
process that will be used during analysis [8]. As an exam-
ple of digital events that have been recognized: failed login
events, successful login events, malicious database events
that can be recognized and added to an examination timeline
[33]. Furthermore, creating a timeline of events can assist
an investigator to gain insight into the events that occurred
and the people involved [39]. The Timeline concept has
an association relationship with Forensic Technique, which
may be used to search and filter the Timeline to offer the
Evidence. Pieces of evidence are usually recognized in the
database files that are recorded on hard drives and storage
devices and media [32]. It is transmitted in binary form that
may be relied upon in court [33]. It consists of who, why,
when, what, how and where the malicious transactions were
carried out [37]. Finally, the investigation team documents
the whole reconstruction stage in several reports that should
be submitted to the company and the court. Therefore, this
study harmonized, categorized, and organized the redundant
and overlapping DBFI investigation processes in specific and
abstract categorizations. As asserted in [2], such processes
provide a foundational basis for the development of a for-
malism which can be used in legal procedure. The scientific
component of this process can further serve as a litmus test
for suitability of such a harmonization.

Database forensics is a major consideration for both aca-
demics and practitioners. This study presented a systematic
view of the overlapping processes in existing database inves-
tigation models. To achieve this, a research design approach
was developed. The output of the design science process
generated a generalized harmonized database forensic model
that attempts to prevent the typical overlaps associated with
existing database forensic models. This, therefore, provides
a fundamental baseline for the evaluation of digital forensics
processes in a manner that can survive legal scrutiny. Further-
more, the developed framework provides a substratum for the
development of a database forensic ontology; a formalized
process capable of aligning the forensic processes to a formal
structure.

Future work includes the development of a formalized
ontology, which can be integrated into any database inves-
tigation process. Leveraging ontology for formalism can
potentially facilitate effective standardization and enhance
the process of potential evidence admissibility.

V. CONCLUSION
The logic of categorizing the digital investigation process
for A total of 40 DBFI process models were reviewed in

this article. Process model researchers have used different
approaches with different stages/phases and terminology.
Most DBFI process models are specific and focus on specific
RDBMS events, so they only provide low-level details. Fur-
thermore, none of the studied DBFI process models can be
called ‘standardised’ as each model has a different perspec-
tive. This paper contributes to the DBFI field by presenting
a broad literature review that will assist field researchers in
comprehending DBFI. This study studies all existing DBFI
works, discuss the issues and drawbacks of the DBFI field,
and suggest some solutions for the discovered limitations.
The following are a few ideas for future works in the DBFI
field: 1) the proposal of a generic DBFI process/model for
the DBFI field; 2) the development of a semantic metamod-
eling language that structures, manages, organizes, shares,
and reuses DBFI knowledge; and 3) the development a
DBFI repository for the storage and retrieval of DBFI field
knowledge.
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