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ABSTRACT Formal methods play an important role in testing and verifying software quality, especially
in modern society with rapid technological updates. Learning-based techniques have been extensively
applied to learn (a model or model-free) for formal verification and to learn system specifications, and
resulted in numerous contributions. Due to the fact that adequate system models are often difficult to
design manually and manual definition of specifications for such software systems gets infeasible, which
motivate new research directions in learning models and/or specifications from observed system behaviors
automatically. This paper mainly concentrates on learning-based techniques in formal methods area. An up-
to-date overview of the current state-of-the-art in learning-based formal methods is provided in the paper.
This paper is not a comprehensive survey of learning-based techniques in formal methods area, but rather as
a survey of the taxonomy, applications and possible future directions in learning-based formal methods.

INDEX TERMS Formal methods, formal specification, formal verification, learning model, learning
specification.

I. INTRODUCTION
Software reliability mainly depends on two aspects: one is
the method and process of software development, the other
is the test and verification of software products. In many
engineering practices, the design and development of soft-
ware products still lack solid scientific basis and mature
methodology. It is thus not surprising that seeking for new
techniques to ensure the quality of the software production
process is still a nontrivial task. Formal methods are new
disciplines, which attempt to accompany the development
with techniques and tools for finding and pointing out poten-
tial problems. Formal methods are a collection of notations
and techniques for describing and analyzing systems [1].
These methods are formal in the sense that they are based on
somemathematical theories, such as logic, automata, or graph
theory. They are aimed at enhancing the quality of systems.
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Formal methods include three main parts: system modeling,
formal specification, and formal verification (FV).

A. PROBLEM STATEMENT
Traditionally, models used in model-checking are manually
constructed, it is time-consuming and error-prone, especially
for systems lacking updated and detailed documentations,
such as legacy software, 3rd party components, and black-
box systems. These difficulties are generally considered as
a hindrance for adopting otherwise powerful model check-
ing [2], [3] techniques, and have led to the emergence of a
new research direction by using learning techniques in formal
methods to learn a model from system observations. Simi-
larly, in practice, often no formal specifications are available,
or become outdated as the system evolves over time, which
make it difficult to understand and analyze the behavior of
the system. To address this issue, we can also use learning
techniques to learn the specifications that the system meets
from system observations.
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B. MOTIVATION
Although there have been a lot of learning-based papers that
are closely related to formal methods published, one can
only find few comprehensive review papers that include both
learning models and learning formal specifications. At the
same time, there are various algorithms for learning models
and learning specifications, but no one has classified and
summarized the existing learning algorithms and analyzed
them. The motivation of this paper is to give a survey on both
learning (a model or model-free) for FV and learning formal
specifications, meanwhile present taxonomy, applications,
and future directions in learning-based formal methods.

C. RELATED WORK
Some early overview papers in this area were written by
Leucker [4], Steffen et al. [5], Howar and Steffen [6], Ben-
naceur and Meinke [7]. In [4], some algorithms for learning
automata and their recent applications to verification prob-
lems were surveyed, the author only concerned with learning
an automata model or learning the language. In [5], the
authors investigated current state of active automata learn-
ing research and applications of active automata learning in
practice, and predicted four major topics to be addressed
in the then near future: efficiency, expressivity of models,
bridging the semantic gap between formal languages and the
analyzed components, and solutions to the inherent problem
of incompleteness of active learning in black-box scenarios.
In [6], the authors reviewed the progresses that have been
made over the past five years, assessed the status of active
automata learning techniques with respect to applications in
the field of software engineering, and presented an updated
agenda for future research. In [7], an introductory survey of
machine learning (ML) applications in software engineering
was presented, and a classification in terms of the models
they produce and the learning methods they use were given.
Also, the open challenges for reaching the full potential of
ML for software engineering and how ML can benefit from
software engineering methods were discussed. Furthermore,
two latest but unpublished survey papers appeared in this
area in [8] and [9]. In [8], how ML helps FV in its clas-
sical approaches: static analysis, model-checking, theorem-
proving, and Sat solving were explored. It is an attempt to
provide a comprehensive survey of the various ways that ML
contribute to enhance FV tools’ efficiency. In [9], the authors
reviewed the learning techniques, algorithms, and tools which
form the basis of model learning, and provided the compar-
ison summaries that highlight the merits and shortcomings
of them. Also, the successful applications of model learning
techniques in multidisciplinary fields making it promising for
testing and verification of realistic systems were surveyed.
But, the issues of learning formal specifications were not
included in [8] and [9]. In particular, after these two survey
papers, some new research results in learning specifications
came out. To our knowledge, two recent closely related
works on specifications are provided in [10], [11]. In [10],
the authors summarized the state-of-the-art techniques for

TABLE 1. Comparison of related work.

qualitative and quantitative monitoring of Cyber-Physical
Systems (CPS) behaviors. However, that paper mainly con-
centrated on monitoring of CPS, few involved in learn-
ing. In [11], only a tutorial description on learning Signal
Temporal Logic (STL) requirements from data was given.
Table 1 makes a comparative study of several summary arti-
cles mentioned in this article.

D. APPROACH
The material studied in this paper was obtained mainly from
three aspects: Google scholar, dblp website (https://dblp.uni-
trier.de/) and papers that have cited [12] and [13]. We queried
Google scholar and dblp website using the following search
terms: ‘‘model learning formal methods’’, ‘‘model learning
model checking’’, ‘‘learning specification formal methods’’,
‘‘specification mining formal methods’’, ‘‘specification min-
ing formal verification’’, ‘‘specification inference formal
methods’’, ‘‘requirements mining formal methods’’, and
‘‘learning property formal methods’’. By sorting out the
literature and deleting the irrelevant literature, we got the
results that include journal papers, conference papers, aca-
demic dissertations, reports, and unpublished preprint papers.
First, we made a comparative study of the existing literature
reviews, and then classified the learning model and learn-
ing specification algorithms, respectively. Finally, these two
types of algorithms were compared and studied.

E. OUR CONTRIBUTIONS
This paper focuses on learning algorithms in formal methods
and presents an up-to-date overview of the current state of the
art in learning (a model or model-free) for FV and learning
formal specifications. Various learning algorithms were clas-
sified according to the learning style and purpose in formal
methods. This paper presents the survey mainly from three
perspectives: taxonomy of learning algorithms, applications
of learning in formal methods, and possible future research
directions. The objective of this paper is two-fold. The first is
to provide a generic literature overview of the learning algo-
rithms that have been proposed to learn formal specifications
and to learn for FV. This is the first survey of taxonomy both
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on learning formal specifications and on learning for verifi-
cation. The second is to identify possible research directions
in the area of formal methods by using ML techniques. Note
that, due to the large number of ML techniques, it is not
feasible to include all of them used in formal methods area
in this paper. This paper only concentrates on learning formal
specifications and learning for FV, and does not discuss other
techniques used in formal methods. Therefore, this paper is
not a comprehensive survey of the learning-based techniques
in formal methods area, other learning techniques in the field
of formal methods are not discussed, such as model checking
based on Gaussian process [14], but rather as a survey of
the taxonomy, applications and future directions in learning-
based formal methods.

F. ORGANIZATION OF THE PAPER
The rest of this paper is organized as follows. Section II
presents the preliminaries of some representative algorithms
that were used in learning models and specifications. Tax-
onomy of learning algorithms in learning specifications
and learning for verification are presented in section III.
Section IV provides applications based on learning. It is fol-
lowed by possible future research directions in section V.
Finally, we conclude our presentation in Section VI.

II. PRELIMINARIES
In this section, we briefly introduce some model definitions,
temporal logic, and seminal algorithms that are used in this
paper.

A. MODEL
As toomanymodels are involved in this paper, we cannot give
all the definitions. Some of the basic models, like transition
system (TS) [15], deterministic finite automaton (DFA) [16],
non-deterministic finite automaton (NFA)[16], petri net
(PN) [17], discrete-timeMarkov chain (DTMC) [18],Markov
decision process (MDP) [18] will not be introduced here due
to space limitations, we refer readers to related references for
details. Next, we will give some definitions of the model that
readers may not be familiar with them.
Definition 1: (Deterministic Timed Automaton, DTA [19]):

A DTA is a tuple < S, s0,F, 6,T ,1,X >, where

• S is a finite set of states, s0 ∈ S is the initial state, and
F ⊆ S is a set of final states.

• 6 is a finite set called the alphabet. Its elements are
symbols that trigger transitions between the states.

• T ⊆ S × 6 × S × 1 × X is a finite set of transitions.
A transition τ ∈ T is a tuple (s, a, s0, δ,R), where s,
s0 ∈ S are the source and destination states, a ∈ 6 is
the trigger symbol, δ ∈ 1 is the timing constraint, and
R ⊆ X is the set of clock resets.

• 1 ⊆ {δ = [t1, t2] : t1, t2 ∈ N } is a finite set of transition
timing constraints. Constraints δ ∈ 1 model the time
spent in a state before the transition takes place.

• X is a finite set of clocks that record the continuous time
evolution. The valuation of the clock x ∈ X is defined
by vt (x) : X → N .

The Probabilistic DTA is a One-Clock Timed Automaton
with probabilistic information. It allows only one clock,
which is reset at each transition firing. It is defined as follows:
Definition 2: (Probabilistic Deterministic Timed Automa-

ton, PDTA [20]):A PDTA is a 6-tuple< S, s0,F,P, 6,T >,
where
• S is a finite set of states, where each state s includes
a probability of leaving the automaton. If a state is
not a final state, the probability p = 0, otherwise the
probability is from the interval (0, 1].

• s0 ∈ S is the initial state.
• F ⊆ S is a set of final states/ accepting states.
• 6 is a finite set of symbols.
• T is a set of transitions. A transition is represented
with (s, a, δ, s0), where δ is the clock constraint. The
automaton changes from state si to state sj triggered by a
symbol a ∈ 6 if the current clock value satisfies δ. After
executing a transition, the clock c is set to 0, so that the
clock starts counting time from executing this transition.

• P is a set of probability matrices, pi,j(a) gives the prob-
ability of taking the transition from state si to state sj
triggered by a ∈ 6. With the probability p(i) that a string
ends at the state si, it holds that:

p(i)+
∑

∀si,sj∈S,∀a∈6

pi,j(a) = 1 (1)

As for real-world hybrid production systems, we can use
Stochastic Deterministic Hybrid Automaton to represent
it. The formal definition is as follows:

Definition 3: (Stochastic Deterministic Hybrid Automaton,
SDHA [19]):ASDHA is a tuple< S, s0, 6,T ,1,P,X ,8 >,
where
• S is a finite set of states and s0 ∈ S is the initial state.
• 6 is a finite set called the alphabet. Its elements are
symbols that trigger transitions between the states.

• T ⊆ S × 6 × S × 1 is a finite set of transitions.
A transition τ ∈ T is a tuple (s, a, s0, δ), where s, s0 ∈ S
are the source and destination states, a ∈ 6 is the trigger
symbol, and δ ∈ 1 is the timing constraint.

• 1 ⊆ {δ = [t1, t2] : t1, t2 ∈ N } is a finite set of transition
timing constraints. Constraints δ ∈ 1 model the time
spent in a state before the transition takes place.

• P is a set of probability functions with the elements
p : S × (6 ∪ {λ}) × S × 1 → Q ∩ [0, 1]. P includes
both transition probabilities and probabilities of a string
ending in a state.

• X is a finite set of clocks that record the continuous time
evolution. The valuation of the clock x ∈ X is defined
by vt (x) : X → N .

• 8 is a finite set of functions with elements θs : Rn
→

Rm
; ∀s ∈ S, n,m ∈ N . I.e. y = θs(t, u) is the func-

tion computing the value changes of the output signals
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y ∈ Y within state s based on the time t and values of
continuous input signals u.

Definition 4: (Event-Recording Automaton, ERA [21]):An
ERA over 6 is a tuple < L,L0,L f ,E > consisting of

• a finite set L of locations,
• a set L0 ⊆ L of start locations,
• a set L f of accepting locations,
• a finite set E of edges.

Each edge is a quadruple (l, l ′, a, g) with a source location
l ∈ L, a target location l ′ ∈ L, an input symbol a ∈ 6, and a
clock guard g ∈ G6 . G6 is the set of clock guards.
Definition 5: (Hybrid Petri Net, HPN [17]): An HPN is a

sex-tuple < P,T ,Pre,Post,m0, h > such that:

• P = {P1,P2, . . . ,Pn} is a finite, not empty, set of places;
• T = {T1,T2, . . . ,Tm} is a finite, not empty, set of
transitions;

• P ∩ T = ∅, i.e., the sets P and T are disjointed;
• h : P∩T → {D,C}, called ‘‘hybrid function,’’ indicates
for every node whether it is a discrete node (sets PD and
TD) or a continuous node (sets PC and TC );

• Pre: P×T → R+ orN , is the input incidence mapping;
• Post: P × T → R+ or N , is the output incidence
mapping;

• m0 : P→ R+ or N is the initial marking.

B. FORMAL SPECIFICATIONS
Even though there are various formal specifications (e.g.,
Computation Tree Logic (CTL) [18], Linear Temporal Logic
(LTL) [18], Probabilistic CTL (PCTL) [18], STL [22], [23],
etc.), we only present the one that is mostly used in this paper,
especially in learning specifications, namely STL.

STL is a temporal logic for specifying properties of dense-
time real-valued signals, which was used to reason about the
future evolution of a continuous time behavior. It has been
applied to the analysis of hybrid dynamical systems from
various application domains such as analog and mixed signal
circuits, systems biology, or CPS.

The syntax and semantics of STL we refer to [22], [23], are
given as follows:

1) THE SYNTAX OF STL IS GIVEN AS FOLLOWS

ϕ ::= πµ
∣∣¬πµ∣∣ϕ ∧ ψ |ϕ ∨ ψ |�[a,b]ψ |ϕ U[a,b]ψ

where, πµ is an atomic predicate Rn
→ Bool whose truth

value is determined by the sign of a function µ : Rn
→ R

and ψ is an STL formula.

2) THE SEMANTICS OF STL
The validity of a formula ϕ with respect to the discrete-time
signal x at time t , noted (x, t) � ϕ is defined inductively as

follows:

(x, t) � πµ iff µ(x(t)) > 0
(x, t) � ¬πµ iff ¬ ((x, t) � πµ)
(x, t) � ϕ ∧ ψ iff (x, t) � ϕ ∧ (x, t) � ψ
(x, t) � ϕ ∨ ψ iff (x, t) � ϕ ∨ (x, t) � ψ
(x, t) � �[a,b]ψ iff ∀t ′ ∈ [t + a, t + b],

(
x, t ′

)
� ψ

(x, t) � ϕU[a,b]ψ iff ∃ t ′ ∈ [t + a, t + b] s.t.
(
x, t ′

)
� ψ∧

∀t ′′ ∈
[
t, t ′

] (
x, t ′′

)
� ϕ

A signal x = x0x1x2 . . . satisfies ϕ, denoted by x � ϕ, if
(x, 0) � ϕ. Additionally, we define ♦[a,b]ϕ = TU[a,b]ϕ, so
that x � ♦[a,b]ϕ if ϕ holds at some time step between a and b

3) ROBUST SATISFACTION OF STL FORMULAS
Quantitative or robust semantics define a real-valued function
ρϕ of signal x and t such that (x, t) � ϕ ≡ ρϕ(x, t) > 0.
This is computed recursively from the above semantics in
a straightforward manner, by propagating the values of the
functions associated with each operand using min and max
operators corresponding to various STL operators. The robust
semantics is defined as follows:

ρπ
µ

(x, t) = µ(x(t)) (2)

ρ¬π
µ

(x, t) = −µ(x(t)) (3)

ρϕ∧ψ (x, t) = min(ρϕ(x, t), ρψ (x, t)) (4)

ρϕ∨ψ (x, t) = max(ρϕ(x, t), ρψ (x, t)) (5)

ρ�[a,b]ψ (x, t) = mint ′∈[t+a,t+b]ρ
ψ (x, t ′) (6)

ρϕU[a,b]ψ (x, t) = maxt ′∈[t+a,t+b](
min(ρψ (x, t ′),mint ′′∈[t,t ′]ρ

ϕ(x, t ′′)
))

(7)

C. ALGORITHMS
In what follows, we present some algorithms in learning
models (the first three algorithms) and learning specifications
(the last two algorithms). The first two are seminal andwidely
used algorithms in learning a model, the third and fourth
algorithms are the work done by our team last year. The
last algorithm is relatively novel, as it applies reinforcement
learning to synthesis an STL formula. Other algorithms listed
in Table 5 and Table 6 will not be introduced in detail here
due to space limitations, interested readers can refer to related
references.

1) L∗ LEARNING ALGORITHM
L∗ algorithm [12] is a pioneering learning algorithm pro-
posed by Angluin in 1987, which was originally used to
learn a DFA. The motivation of the algorithm is to identify
an unknown regular language set U from a set of members
and non-members of a set. The unknown regular language
set is given by a Minimally Adequate Teacher (MAT). The
learning process can be regarded as a cooperative game
between a learner and a teacher. Based on the assumption
that the teacher can answer membership queries about the set
and judge whether the language described by the candidate
DFA is equivalent to the target language through equivalence
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FIGURE 1. MAT model [9].

Algorithm 1 L∗ Learning Algorithm
Initialization: S = E = {λ}, x = True, y = False
Output: A candidate DFA M = M (S,E,T )
1: (membership query) ask for membership in each of the
letters λ and6, construct an initial observation table (S,E,T )
2: while x
3:{
4: while x
5: {(consistency check) If the table (S,E,T ) is

inconsistent, then find s1, s2 in S, a in 6,and e in E ,
so that row(s1) = row(s2) and T (s1 ·a · e) 6= T (s2 ·a · e),
add a·e to E and extend T to (S ∪ S ·6) · E through
membership queries

6: (closure check) If the table (S,E,T ) is not closed,
then look for s1 ∈ S, a ∈ 6 so that row(s1 · a) 6= row(s)
for all s ∈ S, add s1 ·a to S, and extend T to (S∪S ·6) ·E
through membership queries

7: If the table (S,E,T ) is closed and consistent,
8: then x = y
9: end if
10: }
11: Let M = M (S,E,T ) be a candidate DFA,

IfM is equivalent to the target regular language,
12: then x = y
13: else return counterexample t , add t and all its prefixes

to S and extend T to (S ∪ S ·6) · E through the
membership query

14: end if
15:}
16:return M

queries, the learner can learn the target language set through
two kinds of queries. The MAT model is shown in Fig.1.
Membership Queries: ask for a single word w ∈ 6∗, the

teacher answers the query with ‘‘yes’’ or ‘‘no’’ depends on
whether the single word is in the unknown language L or not.
Equivalence Queries: ask whether a candidate language

LH equals to L or not. In case a conjectured language LH does
not equal to L, the teacher will provide a counterexample: a
word from the symmetric difference of LH and L.

The algorithm is shown in algorithm 1.
Algorithm Description: The learner maintains an obser-

vation table (S,E,T ), where S represents a nonempty

TABLE 2. Initial observation table, S = E = {λ}.

TABLE 3. Final observation table.

prefix-closed state set, E represents a nonempty suffix-closed
set and a finite function T mapping ((S ∪ S ·6) ·E) to {0,1}.
The observation table can be visualized as a two-dimensional
array with rows labeled by elements of (S∪S ·6) and columns
labeled by elements of E , with the entry for row s and column
e equal to T (s · e). For s ∈ (S ∪ S · 6), e ∈ E , if s · e ∈ U ,
then T (s · e) = 1, else T (s · e) = 0.
The final DFA is constructed according to the observation

table when the algorithm stops. Elements on the table list S on
behalf of the candidate states of the DFA, elements in E are
used to distinguish between the states of the experiments, and
elements in S ·6 are used to construct the transfer function.
Example (Taken From [12]): Suppose the unknown regular

set U is the set of all strings over {0, 1} with an even number
of 0’s and an even number of 1’s.

The initial observation table T1 is shown in Table 2. This
observation table is consistent, but not closed. After augment-
ing the observation table continuously by means of member-
ship query and equivalence query until the algorithm stops,
then the final deterministic finite automaton is constructed
according to the observation table when the algorithm stops.
The final observation table is shown in Table 3 and the final
conjecture of L∗ is shown in Table 4.

2) ALERGIA ALGORITHM
The success of the L∗ algorithm is based on the assumption
that there is a teacher who can answer membership queries
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TABLE 4. The conjecture of L∗.

FIGURE 2. Basic ideas of ALERGIA algorithm [20].

FIGURE 3. PTA for the sample S.

and equivalence queries. In real life, however, such a teacher
may not exist, which hinders the wide application of L∗

algorithm. Several research works were proposed to solve this
problem such as using neural network (NN), hidden Markov
model (HMM) and other models to identify the regular lan-
guage. Due to the shortcomings of these models such as long
computation time and large sample set, they are not widely
used. Until 1994, the emergence of ALERGIA algorithm [13]
makes a significant breakthrough in solving such problems.
The algorithm uses a state merging method to construct a
prefix tree acceptor (PTA) based on the running samples
of the system, and merges state nodes in PTA according to
predefined well-orderings until stateless nodes in PTA can be
merged. The basic idea of the algorithm is shown in Fig. 2.

The algorithm is shown in algorithm 2.
Example (Taken From [13]): Collect the set of sample S =
{110, λ, λ, λ, 0, λ, 00, 00, λλ, λ, 10110, λ, λ, 100}.

The PTA is constructed according to the sample set S,
depicted in Fig. 3. After merging, the final output is depicted
in Fig. 4.

3) PAG-GA
At present, the solutions for Probabilistic Assume-Guarantee
(PAG) problem, i.e., PAG-L∗ [24], [25] and PAG-SL∗

Algorithm 2 ALERGIA Algorithm
Input: S ample set S run by the system
Output:finite automatonmodel T that can recognize random
regular languages
1: construct PTA T according to the sample set S
2: calculate the relative frequency of output arc of each node
according to the observed samples
3:while T is not traversed
4:{
5: for node = root, root+1, . . . , leaf
6: {combine states using Hoeffding bound compatibility

standard according to the predefined well-ordering
7: if ((the relative frequency of reaching two nodes

meet the Hoeffding bound) & (for any one of the
alphabets, the input relative frequency of the two state
nodes meet the Hoeffding bound) & (the successor
nodes of the two nodes should also recursively meet
the compatibility criteria))

8: then two state nodes combined
9: end if
10: eliminate uncertainty for merged nodes
11: }
12: }
13: return T

FIGURE 4. The final output.

[26], [27], can automatically generate sound and complete
assumption, but the learning process must store the whole
computation history in order to make continuous queries. Our
team proposed a fully-automated genetic algorithm-based
PAG (PAG-GA) framework for probabilistic safe property
over MDP in [28]. By using GA, no intermediate results need
to be recorded, so it can largely reduce the space complexity
w.r.t assumption generation.

In this work, our team combined PAG reasoning frame-
work with interface alphabet refinement to construct a small
subset of the interface alphabet, then added actions to the
necessary alphabet until the required property is shown to be
hold or violated. Additionally, we employed the diagnostic
sub-model as a counterexample for guiding the training set.
Then, the assumption was generated by using GA fromMDP
interface alphabet, and model checking techniques were used
to check the assume-guarantee tuple, and existing methods
were used to construct the counterexample. In the end, the
PAG problem was solved.

As the whole algorithm pseudocodes are presented in [28],
wewill not describe it here, interested readers can refer to [28]
for detail.
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4) LRx
As the complexity of the system increases, especially safety-
critical systems, like CPS, it becomes hard to understand
and analyze the system behavior. Researchers collect system
behaviors, from which they try to analyze the properties
satisfied by the system. The shortcoming of the existing algo-
rithms is that they can only learn from positive samples of the
system. In [29], our team proposed a novel learning approach,
called LRx, which can deal with not only positive and neg-
ative examples, but also positive examples. This approach
requires two inputs: traces of the system and a Parametric
STL (PSTL) formula. The main steps of synthesizing PSTL
formula parameters can be divided into four steps. First,
classification accuracy given in Eq. (8) was used to define the
objective function. Second, the Metric Discriminant Model
given in Eq. (11) was defined and used to classify the traces.
Third, we used the likelihood function given in Eq. (12) to
replace the classification accuracy, which can use gradient-
based optimization methods. Finally, a novel algorithm was
given for specification mining. Interested readers can refer
to [29] for specific algorithms and examples.

γ =
|{yi ∈ C0 ∧ (xi, t) |H φ∗}| + |{yi ∈ C1 ∧ (xi, t) |H φ∗}|

|C0| + |C1|

(8)

where, xi is a trace, yi ∈ {0, 1} is the label, φ∗ is an STL
formula, α is an unknown parameter, and C0 (C1) is a set that
is unsatisfied (satisfied) with φ∗ in the pre-label.

The probability of (x, t) � φ∗ is

P(y=1|x) =
ef (x(t))−α

∗

1+ ef (x(t))−α∗
(9)

The probability of (x, t) 2 φ∗ is

P(y = 0|x) =
1

1+ ef (x(t))−α∗
(10)

MDM (x) =

{
C0, if P(y=0|x) ≥ P(y=1|x)
C1, if P(y=0|x) < P(y=1|x)

(11)

L(α) =
n∏
i=1

P(yi = 1|xi)yiP(yi = 0|xi)(1−yi) (12)

5) Q-LEARNING
Q-learning is a model-free reinforcement learning method,
which can be used to find the optimal policy for a finite MDP.
In [30] and [31], Austin Jones et al. used anMDP to represent
an unknown and stochastic dynamic system, in which the
transition probabilities are unknown. They solved the follow-
ing two problems: (Problem 1) maximize the probability of
satisfying φ and (Problem 2) maximize the average robust-
ness degree of satisfying φ, where φ is a given STL formula
fragment. These two problems are to find policies µ∗mp and
µ∗mr given in Eqs. (13) and (14). As problem 1 is not in the
standard form to apply Q -learning algorithm, they proposed
an approximation of the function such that STL synthesis
problem can be solved via Q -learning. For problem 2, they

proposed an alternate Q -learning formulation. called batch
Q-learning, to solve the problem. Interested readers can refer
to [30] and [31] for the algorithm pseudocodes.

µ∗mp = argmax
µ∈F (`×N ,Act)

Prs0:T [s
0:T
|H φ]

s.t. st+1 = f (st , µ(st−τ+1:t ,T − t), ωt ) (13)

µ∗mr = argmax
µ∈F (`×N ,Act)

Es0:T [r(s
0:T , φ)]

s.t. st+1 = f (st , µ(st−τ+1:t ,T − t), ωt ) (14)

where, st+1 = f
(
st , µ

(
st−τ+1:t ,T − t

)
, ωt

)
is an unknown

dynamic system, ωt is a random process, φ is an STL for-
mula, st−τ+1:t is the trajectory of the system, and µ is a
policy.

III. TAXONOMY OF LEARNING ALGORITHMS IN FORMAL
METHODS
In formal methods literature, the model learning problems
were studied under different names, like system identifica-
tion [32], grammatical inference [33], regular inference [34],
regular extrapolation [35], model learning [36], or active
automata learning [37], etc. We do not distinguish these
names, sometimes we use them interchangeably, and here
we just use the term model learning or learning model
instead. Similarly, the learning specification problems also
have different names under research, typically are specifica-
tion mining [38]–[43], specification inference [44], require-
ments mining [45], mining properties [46], learning logic
formulae [47], learning specifications [48], [49], learning
properties [50], [51], etc. Here we use the term learning spec-
ification (or specification learning) in analogy with learning
model (or model learning).
In this section, we investigate the taxonomy of learning

algorithms in formal methods, which is an active field of
research. On the whole, in formal methods area, there are
two main research lines of learning, i.e., learning system’s
formal specifications and learning (a model or model-free)
for verification. Although many learning-based articles have
been published that are closely related to formal methods, one
can only find few comprehensive review papers of learning
formal specifications. For completeness, this paper will give
the taxonomy of learning in formal methods, both in learning
formal specifications and learning for verification. Fig. 5
shows the considered taxonomy of learning-based formal
methods.

A. LEARNING SPECIFICATIONS
As system requirements are not always fully known in
advance and indeed cannot be completely manually speci-
fied. In order to better understand the system, it is necessary
to know the system’s specification. For this reason, learn-
ing STL requirements from observed traces is an emerging
field of research. Here we present the general taxonomy
of specification learning algorithms based on their various
characteristics.
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FIGURE 5. Taxonomy.

1) WITH A MODEL VS. MODEL FREE
a: WITHOUT a MODEL (OR MODEL-FREE)
i) GIVEN a PARAMETRIC SPECIFICATION, FIND THE RANGE
OR VALUE OF PARAMETERS
It is an active research field on temporal logic inference
that focused on the estimation of parameters associated with
a given temporal logic structure [52]-[55]. That is, given
a parametric specification, then we would like to infer the
ranges of parameters for which the property holds/does not
hold on to the given sample traces. In [52], Asarin et al. solved
the problem of finding the range of parameters that render the
formula satisfied by a given set of traces under a given PSTL
formula, which extended the work of Fages and Rizk [56] that
identified parameter ranges for numerical predicates on top of
the discrete-time temporal logic LTL [57]. Recently, our team
published an article based on logistic regression to learn a
CPS specification template [29]. Not only can we learn from
the positive examples, but also from the positive and negative
examples, which make up for the lack of existing methods
that can only learn from positive examples. Table 5 lists some
work on the estimation of parameters associated with a given
temporal logic structure.

ii) LEARNING FORMULA STRUCTURE AND ITS PARAMETERS
The structure of the formula reflects the domain knowledge
of the designer as well as the properties of interest of a
given system or given sample traces. But, if neither domain
knowledge is available nor the user is not familiar with the
system properties that are to be inferred, a step further is
to infer the formula structure in addition to its parameters
from data. In [48], [58], [59] the first algorithm was proposed
to learn both the formula structure and its parameters from

TABLE 5. Some work on parametric estimation.

data, this approach was called temporal logic inference (TLI).
Compared with the parameter estimation problem under a
given structure circumstance, structural inference problem
is generally hard and even ill posed. In [59], Kong, Jones
and Ayala reduced the difficulty of structural learning by
imposing a partial order on the set of reactive parametric STL
formulae. The defined partial order allows them to search for
a formula template in an efficient and orderly fashion, while
the robustness degree allows them to formulate the inference
problem as a well-defined optimization problem. In [60], the
authors proposed a decision tree-based approach for learning
the STL formula, while the optimality of the parameters was
evaluated by using heuristic impurity measures.

iii) SELECT MODEL + LEARN FORMULA STRUCTURE +
LEARN PARAMETERS
The previous two cases are model-free learning circum-
stances, as they do not use a given model in advance
in the learning process. Bartocci et al. [51] proposed a
novel approach to learn logical formulae characterizing the
emergent behavior of a dynamical system from system
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observations. Their approach can be divided into three
steps. First, select a model (HMM, Continuous-TimeMarkov
Chains, (Stochastic) Differential Equations or Hybrid Sys-
tems) based on Akaike Information Criterion (AIC) score.
Second, select the good candidate formula structure based
on the log odds ratio. Last, tune the parameters of formulae
so as to maximize the satisfaction probability. In [61], the
authors first inferred a generative statistical model of the
observed data, then learnt the structure of TL classifiers based
on an EvolutionaryAlgorithm, and last learnt the best formula
parameters based on Bayesian optimization.

b: LEARNING WITH a MODEL
i) COMPUTE THE VALUES OF THE PARAMETERS UNDER a
GIVEN MODEL AND FORMULA
The standard model checking paradigm of LTL, can only
give a ‘‘Yes/No’’ answer, this answer information is lim-
ited. A ‘‘model measuring’’ paradigm where one can obtain
more quantitative information was extended from the stan-
dard model checking paradigm in [62]. Given a formula
of PLTL and a system model K, they showed one can not
only determine whether there exists a valuation under which
the system K satisfies the property, but also find valuations
that satisfy various optimality criteria. Wang [63] solved the
model-checking problem for parameterized branching-time
logic. The author extended a TCTL model-checking prob-
lem to a parametric timing analysis problem with unknown
timing parameters and provided an elementary complex-
ity algorithm for the general solution condition of the
problem.

ii) INFER PROPERTY UNDER a GIVEN MODEL AND FORMULA
Model checking was proposed as a verification (or falsifica-
tion) technique [64], [65], it is valuable for better understand-
ing model’s behavior: the user hypothesizes a behavior of the
system, which is expressed as a temporal logic formula, and
attempts to use the model checker to validate the hypothesis.
If the user wants to gain more knowledge about the system,
the process will be iterated more times. To further help the
user understand system’s behaviors, infer temporal properties
will be a good choice, which was called Temporal Logic
Queries [66], [67]. In [66], a model of the system and a
temporal logic formula ϕ were given, a sub-formula in ϕ was
replaced with a special symbol ?. Then, the problem is to
determine a set of Boolean formulas such that if these for-
mulas were placed into the placeholder ?, then ϕ holds on the
model. It can help the designer achieve a better understanding
and explore the properties of a model of the system.

2) SUPERVISED LEARNING VS. UNSUPERVISED LEARNING
VS. REINFORCEMENT LEARNING
a: SUPERVISED LEARNING
In case of given system outputs labeled according to whether
a system behaves normally or not, the task is to learn a
formula that can separate the two behaviors. In [59], Kong,

Jones and Belta inferred a temporal logic formula that can
be used to distinguish between normal system behaviors and
anomalous (or undesired) behaviors via supervised learning.
In [30], an on-line supervised learning algorithm was pro-
posed, which is more appropriate for systems in which no or
very little historical data was available.

b: UNSUPERVISED LEARNING
In another case, if the system outputs are not labeled,
i.e., there is no expert-in-the-loop that determines whether
a given trace represents a normal or attacked operation.
Jones et al. [58] inferred a formula to detect out-of-the-
ordinary (anomalous) outputs via unsupervised learning.
In [68], an unsupervised anomaly detection algorithm
was developed by using the Temporal-logic learning-based
Anomaly Detection (TempAD) algorithm for detecting air-
craft anomalies in the terminal airspace operations.

c: REINFORCEMENT LEARNING
In [31], [69], the authors used a reinforcement learning strat-
egy called Q-learning [70], to provide provably convergent
algorithms to maximize the probability of satisfaction or
maximize the expected robustnesswith respect to a given STL
formula.

3) STATIC VS. DYNAMIC LEARNING
‘‘Specification mining’’ algorithms can also be categorized
as static [42], [44], [71] or dynamic [72], [73]. Static learn-
ing means to infer specifications from program code, while
dynamic learning means to extract specifications from sim-
ulation or execution traces [53]. Specifications of program
behavior play a central role in many software engineering
technologies. Much research has addressed the challenge
of learning specifications directly from code [42], so as to
solve the problem that software lacking formal specifications.
In [42], Weimer and Necula proposed a novel technique for
temporal specification mining that uses information about
program error handling. As dynamic approaches enjoy the
significant virtue that they learn from behavior that defini-
tively occurs in a run. Most such research deals with dynamic
analysis and infers specifications from the observed behavior
of runs. Based on the observation that common behavior
is often correct behavior to refine the specifications min-
ing problem into a problem of probabilistic learning from
execution traces, in [72] specifications were extracted by
learning probabilistic finite automata that represent temporal,
as well as data dependencies from traces of correct sys-
tem behavior. This is extended in [73] by prior cleansing
and clustering of traces. As dynamic approaches can only
learn from available representative runs, it has its limita-
tion, i.e., incomplete coverage still remains a fundamental
limitation.

B. LEARNING FOR VERIFICATION
FV can be very helpful in proving the correctness of systems,
such as digital circuits, communication protocols, etc. There
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are mainly two lines for verification by using learning tech-
niques, one is learning a model and then performing verifi-
cation, another is learning for verification directly without
constructing explicit models.

1) LEARNING FOR VERIFICATION BY LEARNING A MODEL
In real life, some systems like black-box or third party sys-
tems, the user can’t get access to these systems. If the user
wants to get more information about the system or want to
verify properties that the system satisfies, learning techniques
can be used to learn a model that is behavior equivalent to the
system. L∗ [12], ALERGIA [13], and their variants [74]–[80]
are the mainly used algorithms for learning a model, espe-
cially for learning an automata model. Other learning algo-
rithms, like learning PNs [81], [82] are not the focus of this
paper.

Here, we will present the general classification of automata
learning algorithms that used for learning models for verifi-
cation purpose based on their various characteristics. In [20],
Maier presented a rough classification, (i.e., the classification
between a and f), and we expanded the classification from g
to k.

a: ACTIVE LEARNING VS. PASSIVE LEARNING
Active automata learning is concerned with the problem of
inferring an automaton model for an unknown formal lan-
guage L over some alphabet6 [6].More specifically, the goal
is to infer an unknown target DFA A over a given alphabet
6. Identification from given finite data [83], identification in
the limit [84], and Probably Approximately Correct learning
(PAC-learning) [85] also belong to the type of passive learn-
ing, we will not list them alone in the classification.

Active learning is often formulated as a cooperative game
between a learner and a teacher (or an oracle, which is
capable of answering these queries appropriately and cor-
rectly according to the MAT model). The task of the learner
is to learn a model of some unknown formal language L.
The teacher can assist the learner by answering membership
queries and equivalence queries.

Passive learning is a form of supervised learning, which
uses provided sampled data (i.e., given learning examples
or logs from some data source) and outputs the exact target
automaton or its approximation. The active learning algo-
rithm can influence or choose the data it receives, while the
passive learning algorithm does not have any influence on the
way the data were sampled.

The difference between passive and active learning is illus-
trated in Fig. 6 (due to Tong [86]).

b: ONLINE LEARNING VS. OFFLINE LEARNING
The main difference between online learning and offline
learning is that online learning can request additional data
or information for learning during their runtime apart from
the given data, while offline learning can only use the given
information for learning. This classification corresponds
to the classification of learning automata identification

FIGURE 6. Difference between active and passive learning.

frameworks on passive and active learning [19]. An example
of the online learning algorithm is the famous Angluin’s
L∗ [12] algorithm, while Gold’s algorithm [83] works in an
offline manner, they both learn DFAs.

c: ONLINE ACTIVE VS. ONLINE PASSIVE VS. OFFLINE PASSIVE
The first two categories can be combined and then reclas-
sified. In the literature [20], the terms active and online are
often mixed up. The reason is that, usually, active learning
algorithms work in an online manner and vice versa. To the
best of our knowledge, there exists no offline active learning
algorithm till now.

Offline passive learning algorithms have to deal with a
given set of observations, which comes from a database. Most
offline learning algorithms use the state merging approach
to identify the structure of the automaton. Several existing
algorithms learn an automaton in an offline passive man-
ner. They all proceed through three steps, that is step (1)
data extraction, step (2) create a prefix tree, step (3) check
for compatibility and state merge, but they have different
compatibility checks for state merging and different merging
strategies. The best known offline passive learning algorithms
are ALERGIA [13], MDI [87] and RTI+ [88].
Online active learning is also often referred to as query

learning. As in this paper, the terms active and online are
often mixed up, we can view online active learning as
active learning or online learning. These two were introduced
before, we will not introduce them again. Angluin’s L∗ algo-
rithm [12] is one of the first and most famous active learning
algorithms that identify a DFA. In [89], Grinchtein, Jonsson
and Leucker introduced an online active learning algorithm
for identifying event-recording automata (ERA).

Online passive learning can be used to learn amodel when
the observations cannot be stored and the number of needed
learning samples, as well as the convergence of the learning
process, is not known beforehand. In [90], Maier introduced
OTALA learning algorithm, which is the first online passive
learning algorithm for Timed Automata using only positive
learning examples.

d: GIVEN FINITE DATA VS. GIVEN INFINITE DATA LEARNING
As we all know, the more learning samples are available,
the more accurate the learned model will be. Input data
that used for learning can consist of either a given finite
or an infinite number of learning examples. In [83], Gold
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showed that the problem of learning the simplest DFA with
k states from given finite data are NP-complete. However,
when infinite data is present, a number of learning algorithms
can converge to a target automaton, which is called learn-
ing in the limit [84]. These algorithms are ALERGIA [13]
and MDI [87] that learn stochastic DFA, and RTI+ [88]
and BUTLA [91] that learn stochastic deterministic timed
automata (SDTAs) with one clock for tracking the time
evolution.

e: INFORMANT IDENTIFICATION VS. TEXT IDENTIFICATION
Informant identification is a type of supervised learning,
where the learning examples consist of both positive
examples (i.e., examples that are generated by the tar-
get automaton) and negative examples (i.e., examples that
are not generated by the target automaton). The learned
automata should consistent with the learning examples,
namely, it needs to accept the positive examples and reject the
negative examples. Learning from informant is probably the
best-studied topic of grammatical inference, which resulted
in a number of theoretical and empirical results over years.

On the contrary, text identification allows learning from
only positive examples. It is considered to be one of the
purest and most basic problems of grammatical inference,
from which many other problems are derived [92]. As faulty
events rarely happen, or it is hard to collect sufficient amount
of negative learning examples in the industrial context, this
is the motivation for learning models from text. The afore-
mentioned algorithms, namely ALERGIA, MDI, RTI+, and
BUTLA algorithms learn from text, while RPNI (for learning
DFAs) [93] and ID_1DTA (for learning 1-DTAs) [94] algo-
rithms learn from informant.

f: WITH DO NOT-CARE STATE VS. WITHOUT DO NOT-CARE
STATE
Algorithms that use incoming and outgoing events and event
sequences for the state equivalence check usually have do
not-care states, since it may become possible to reach a state
using different paths [20]. To avoid do not-care states, the
algorithm should check the state information itself (e.g., the
signal vector in cyber-physical production systems). In [95]
and [96], algorithms used to identify finite automata without
do not-care states were proposed. Usually, automata with-
out do not-care states have more states than that with do
not-care states. Fig. 7 [20] shows an example to illustrate the
difference between automata with and without do not-care
states.

g: RESETTABLE SYSTEM LEARNING VS. NON-RESETTABLE
SYSTEM LEARNING
Resettable system learningmeans the system under learning
can be reset many times so as to produce as many output
samples as possible. The more samples used for learning, the
more accurate the result will be. But in real life, there are
cases where a black box cannot be reset, or it is uncertain that
the system can be reset to the same initial state. Besides, there

FIGURE 7. An example of automata with and without do not-care states.

are also cases that restart the system completelymight be very
costly and require a lot of time to reset the whole configura-
tion (e.g., rebooting a machine, with possibly many software
components to configure and reinitialize) [97]. Resettable
system leaning algorithms can be seen in [98]–[100].

Non-resettable system learning means to learn a black
box system without resetting it. The absence of reset was
addressed in [101], [102]. Rivest and Schapire [102] pio-
neered the inference of automata without a reset, but their
method was based on Angluin’s L∗ algorithm, which assumes
that an oracle can answer equivalence queries. In [97], the
first model inference method that does not require resetting
the system and does not require an external oracle to decide on
equivalence was introduced. Peled et al. [103] and Groceet
al. [104] highlighted the fact that MAT framework can be
utilized to infer models of hardware and software components
considering them as black boxes as the ‘‘learner’’ can reset the
‘‘teacher’’ at any point.

h: FULLY OBSERVATION OUTPUTS VS. PARTIALLY
OBSERVATION OUTPUTS
Fully observation outputs mean the outputs (e.g., traces) of
a system are fully observable. Many algorithms use these
outputs for learning a model that is bisimilar to the sys-
tem in a state-merging manner. State-merging style learn-
ing algorithms (e.g., ALERGIA, AALERGIA, IOALERGIA)
[13], [76], [77], [99], [100] are fully observations learning
algorithms, as no fragment is missing in every observation
sequence.

Partially observation outputs mean the outputs of a sys-
tem are not fully observable due to some reasons, like partial
outputs were erosion, and the observations can be viewed
as incomplete data. Such problems motivate the research on
automated model identification, and various methods have
been used to address this problem [105], [106]. In [105],
an evolutionary algorithm for tackling the identification prob-
lem of Cellular Automata in the context of partial observa-
tions problem was presented. In [107], Babaee, et al. used a
HMM to extend the partially observable paths of the system,
and then used reachability analysis to construct a lookup table
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TABLE 6. Comparison of commonly used learning algorithms.

which provides the probability that the extended path satisfies
or violates the specification from the current state.

i: LEARNING DENSE TIME VS. LEARNING DISCRETE TIME VS.
LEARNING HYBRID SYSTEM MODELS
Generally speaking, we can divide today’s technical systems
into three types. These are Discrete Event System (DES),
continuous system, and hybrid system.

Discrete event systems are those systems that show a
state-based behavior, i.e., they comprise a set of discrete
states that represent their modes of operation and a set of
events that trigger changes between those states [108]. These
systems can have only a finite number of changes in a finite
time.

Continuous systems are those systems whose belonging
variables are value-continuous over time [109]. Real-world
examples of such variables are temperature, electricity, volt-
age, etc. Changes in the continuous system are typically
smooth and can occur at any moment in time. These sys-
tems can have an infinite number of changes in a finite
time.

Systems that exhibit characteristics of both discrete
event and continuous systems are called hybrid sys-
tems [110], [111].
Different learning algorithmswere used to learn these three

types of system models. Algorithms like IOALERGIA (for
learning MDP) [76], [112], LSGDERA and LDERA (for
learning ERA) [89] were used to learn discrete event systems,
algorithm in [113] was used to learn continuous system, and
HyBUTLA (for learning 1-SDHA) [114]–[116] was used to
learn hybrid system.

j: LEARNING WITH NOISE VS. LEARNING WITHOUT NOISE
All technical data such as sensor values are subject to
noise. So the accuracy of the learned model depends on the

sample set whether it is noise-free or not. Learning with noise
means partial or all of the learning samples are influenced by
noise.

Angluin-style learning algorithms [12], [78]–[80] are
noise-free learning algorithms, as these algorithms assume
that each finite input sequence is uniquely labeled as either
accepted or rejected by the system. In [117], Sloan contrasted
the effects of four different types of noise on PAC-learning.
As filtering is a procedure for decreasing the measurement
noise (called denoising), in [19], advanced filtering and other
signal processing technologies were applied before measure-
ments are logged in a database, this process is called data
preprocessing.

k: TRUE CONCURRENCY VS. FALSE CONCURRENCY
The term ‘‘true concurrency’’ arises in the theoretical study
of concurrent and parallel computation [118]. It is in contrast
to interleaving concurrency. True concurrency is concurrency
that cannot be reduced to interleaving. False concurrency
is also known as interleaving concurrency. Concurrency is
interleaved if at each step in the computation, only one atomic
computing action (e.g. an exchange of messages between
sender and receiver) can take place. Concurrency is true if
more than one such atomic action takes place in a step.
PN and event calculus systems are true concurrency systems,
labeled transition systems are false concurrency. In [119],
a new learning algorithm that introduces the network learn-
ing method into PN update was proposed, and was used to
model the web service discovery. In [120], a method based
on random hill climbing that automatically builds PN models
of non-linear (or multi-factorial) disease-causing gene–gene
interactions was also described.

Based on the above commonly used learning algorithms,
Table 6 and Table 7 present two comparisons of these
algorithms.
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TABLE 7. Comparison of the algorithms in usefulness, limitation and applicability aspects.

2) LEARNING FOR VERIFICATION WITHOUT LEARNING A
MODEL
As some formal specifications can be verified using ML or
optimization algorithms, there is no need to learn the model
for verification. In [121], reinforcement learning algorithms
were adopted to verify MDP, without constructing explicit
models.

IV. APPLICATIONS BASED ON LEARNING
Currently, learning-based methods have been applied suc-
cessfully in formal methods area, especially in learn-
ing formal specification and in learning for FV. The
applications of model learning were presented in [9],
we will not discuss applications in this research direction.
In the following subsections, we shall briefly discuss the
applications of learning formal specifications in different
domains.

A. ANOMALY DETECTION
As the complexity of real life systems (e.g., CPS, air traf-
fic management systems) increases, this leads to systems
more vulnerable to attacks, so automated anomaly detection
methods that used to detect possible attacks are necessary.
Anomaly detection is a new reach direction that has gained
more intention in different research areas. Anomaly detec-
tion refers to the problem of finding patterns modes in data
that do not conform to expected behavior [122]. In different
application domains, these unexpected behaviors have differ-
ent names, like anomalies, outliers, surprises, peculiarities,
or exceptions. Among these, researchers often use anomalies
and outliers, even interchangeably.

One solution to handle this problem is to infer a specifi-
cation which can differentiate between expected and unex-
pected behavior through the observations of the system in
question so that trajectories that do not satisfy the inferred
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specification are classified as anomalous. A supervised learn-
ing algorithm was proposed by Kong et al. [59], which
was used to infer formulae to distinguish between expected
and unexpected behavior. In [58], a data classifier can be
inferred from unlabeled data, which is an implementation
of formal methods in anomaly detection and other tasks.
The approach is able to distinguish the normal and attacked
outputs with high discrimination rates. Furthermore, an unsu-
pervised anomaly detection algorithm was proposed in [68]
for detecting aircraft anomalies, by using TempADalgorithm.

B. CLASSIFICATION
Methods of ML that used for classification are too specific.
In other words, the classification problem is the only goal that
we need to solve, without offering other useful information to
the user. In contrast, temporal logic formulae [47] not only
have precise meaning but also allow for a rich specifica-
tion of a system behavior, which is interpretable by human
experts. Classification problems can be viewed as learning
temporal logic formulae that differentiate objects. In order to
distinguish between expected and unexpected behaviors, the
method of inferring a temporal logic formula from observa-
tions was proposed in [59]. Similarly, a method for learning
signal classifiers from data was presented in [52], by means
of incrementally learning an STL formulae. Other algorithms
were introduced to infer GTL formulas from data in [123],
which were used for classification and identification.

C. DEBUGGING OR ANOMALY ANALYSIS
Engineers try to understand the behavior of software in all
stages of the software development process. For example,
from the start to the end of the development, during the
requirement discussing, during the implementation planning,
during the verification stage, and during the debugging pro-
cess. Consider developing large, high-level software models,
detecting abnormal behavior during the developing process
have many benefits, such as reducing debugging time and
saving costs. In [124], existing specification mining tech-
niques were applied to test finite state machine in real-
world industrial settings and have helped developers in the
debugging process. In [125], a diagnosis framework was pro-
posed to automatically localize an error, where specifications
were mined from traces. Similarly, another mining approach
for detecting and diagnosing software defects was presented
in [126], with the FLTL properties mined from the negative
traces.

D. MINING REQUIREMENTS
In the literature, system requirements (a.k.a. system specifi-
cations) are mathematical expressions expressed in suitable
logic formulae, which are the design goals or properties of
the system. Unfortunately, formalized system requirements
are normally unavailable. For example, consider the case of
systems built on legacy models. Moreover, to understand the
system model for any engineers except its developers is not
an easy task. Therefore, if the system requirements can be

derived from observing the system operation results, it can
help engineers understand the system and even maintain the
system in the future. Based on this idea, a scalable technique,
which is used to mine requirements from observations of the
system behavior, was proposed in [45].

V. POSSIBLE FUTURE RESEARCH DIRECTIONS
In the previous section, we provided an overview of the
important applications of learning specification (or speci-
fication mining) presented thus far. Different from others
in [127], [128], applications in this paper are based on learn-
ing. Namely, we can use the learned model or specification
from the unknown system (like block-box) or traces of the
system running, and then go one step further to do model
checking, testing, and verification, etc.

A. LEARNING FROM COALGEBRA PERSPECTIVE
The first possible research line is to develop more effi-
cient algorithms from coalgebra point of view. Coalge-
bra [129], [130] studies ‘‘generated behavior’’ that can be
observedwhen interactingwith a system. Existingwork using
the observations to learn a model which is (approximate)
behavior equivalent to the system in question. However, little
work has been down to use the observed behavior to learn
how the system works. In [131], Jacobs and Silva revisited
Angluin’s original algorithm from a categorical perspective.
They presented the first step towards a categorical under-
standing and generalization of Angluin’s learning algorithm,
originally defined for DFA. In [132], Barlocco and Kupke
provided a fresh take on Dana Angluin’s algorithm for learn-
ing using ideas from coalgebraic modal logic, and proposed
the ‘‘Lco algorithm’’, which is a generalization of Angluin’s
original algorithm from DFAs to coalgebras. It allows the
learning of regular coalgebras for an arbitrary finitary set
functor. The connections between coalgebra and learning
are still far from being completely understood. Research in
this line is few, it has the potential to do further research,
like develop more efficient algorithms from coalgebra
perspective.

B. LEARNING HYBRID SYSTEM
The second research direction is to learn n-SDHA that clock
variables can change uniformly or differently, and also to
learn other types of HA. As the world we are living consists of
various facilities that can change continuously and discretely,
we all called this type of system as hybrid system. Hybrid
systems are almost everywhere, they occur frequently in auto-
motive industries, process control, mobile robotics, medical
devices, and mixed analog-digital chip design area. In order
to analyze hybrid systems, hybrid automata and HPN are the
twomostly usedmodels tomodel them. Butmanual modeling
of a complex real-world hybrid system is a very hard task,
it is both time consuming and error-prone. An alternative is
the automatic model identification that relies on the theory
of learning. Namely, learning the model automatically based
on the observation of the system behavior. To the best of our
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knowledge, HyBUTLA [19], [114] is the first and only hybrid
automata learning algorithm that can deal with all hybrid sys-
tem characteristics. This algorithmwas used to learn 1-SDHA
model. A further research direction is to learn n-SDHA that
clock variables can change uniformly or differently, and also
to learn other types of HA.

C. RESEARCH ON THE RELATIONSHIP BETWEEN THE
LEARNED MODEL AND THE UNKNOWN SYSTEM
The third possible work is related to the research on the
relationship between the learned model and the system under
observation. There are many behavior equivalence relations
between two systems, like simulation, strong bisimulation,
weak bisimulation, branching bisimulation, trace equiva-
lence, etc. HyBUTLA is the first hybrid automata learning
algorithm that can deal with all hybrid system characteristics,
but the relationship between the learned HA and the unknown
hybrid system has not been discussed. So, this may be a
possible research direction.

VI. CONCLUSIONS
Incorporation of ML techniques in formal methods has been
an important topic of formal methods research, because in
real-world, system models and/or formalized system spec-
ifications are normally unavailable due to various reasons.
So there exist two research lines of learning, i.e., learning sys-
tem’s formal specifications and learning for verification. This
paper provides an up-to-date overview of the current state-
of-the-art in learning-based formal methods. This paper only
concentrates on learning formal specification and learning
for FV, and does not discuss other techniques used in formal
methods. Therefore, this paper is not a comprehensive survey
of the learning-based techniques in formal methods area, but
rather as a survey of the taxonomy, applications, and possible
future directions in learning-based formal methods.
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