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ABSTRACT In the last decades, pervasive computing is generating a growing quantity of data. Data mining
(DM) technology has become increasingly popular. However, the excessive collection and analysis of data
may violate the privacy of individuals and organizations, which raises privacy concern. Therefore, a new
research area known as privacy-preserving DM (PPDM) has emerged and attracted the attention of many
researchers who are interested in preventing privacy disclosure during DM. In this paper, we provide a
comprehensive review of studies on a specific PPDM, known as privacy-preserving association rule mining
(PPARM). We present a detailed taxonomy for the existing PPARM algorithms according to multiple
dimensions and then conduct a survey of the most relevant PPARM techniques from the literature. Moreover,
we survey and elaborate on each type of metrics used to evaluate PPARM algorithms. Finally, we summarize
some conclusions and come up with some future directions and challenges.

INDEX TERMS Data mining, privacy preserving, association rule mining, association rule hiding, frequent
itemsets, privacy metrics, data utility metrics, complexity metrics.

I. INTRODUCTION
With the increasing popularity of ubiquitous computing, data
mining (DM) technology has become increasingly popu-
lar and may be particularly useful in some applications,
such as weather forecast, e-healthcare, risk management [1].
DM can be considered as a particular type of knowledge
discovery process. It can be defined as the analysis of a vol-
ume of data sets to uncover potentially relevant relations and
to summarize these relations in a novel and understandable
way. In a broad sense, DM can be divided into two cate-
gories: predictive DM and descriptive DM. Predictive DM,
such as classification, time sequence analysis, focuses on
making predictions by historical data. Descriptive DM,
such as clustering, association rule mining (ARM), focuses
on uncovering the potential rules hidden in the big dataset
without having any predefined target.

Recent advances in DM have caused controversies in
the fields of science and technology. On the one hand,
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DM provides a powerful capacity to discover useful and
meaningful knowledge from large amounts of data; while
on the other hand the excessive collection and analysis of
data may violate the privacy of individuals and organizations,
which raises privacy concern. To ensure data security and
user privacy [2], Privacy PreservingDataMining (PPDM) has
emerged as an increasingly important problem. As a specific
type of PPDM, privacy preserving association rule mining
(PPARM) has been widely researched in a myriad of areas,
such as market basket analysis, e-health, wireless sensor
network, etc. The purpose of PPARM is to find interesting
relationships among sets of items in the transaction database
while protecting the data security and user privacy.

In recent decades, widespread attention to PPARM from
the researchers has led to a great many privacy protection
techniques. A great many metrics have been proposed to
measure the privacy level, data utility and complexity of
the proposed algorithms. Consequently, many reviews with
regard to PPARM have been presented.

Most of the PPARM reviews concentrate on the classifi-
cation and summary of the techniques [3]–[9]. In [3], [4],
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the authors conducted a comprehensive survey on algorithms,
techniques of association rule hiding. In [5]–[7], the authors
took a survey of privacy preserving techniques in ARM over
distributed data. In [8], [9], the authors presented a review
of the state-of-the-art techniques for PPARM. These works
mainly classified the existing algorithms based on the privacy
protection techniques. In addition, they all lackedmetaheuris-
tic techniques, which are higher level heuristic used in asso-
ciation rule hiding in recent years.

Some review articles focus on the metrics to evalu-
ate the different privacy preserving techniques [10], [11].
Bertino and Fovino [10] only summarized the metrics to eval-
uate the data hiding algorithms. In [11], Fletcher et al. only
presented some of the existing metrics utilized in clustering
and classification algorithms and lacked the metrics utilized
in association rule mining algorithms.

Some across-the-board reviews [9], [12], [13] combine
techniques and metrics. However, the survey in [12] mainly
focused on the techniques and metrics with respect to the
association rule hiding. Navale and Mali [9] conducted the
survey on the algorithms of PPARM and the metrics to
evaluate the algorithms, they only categorized the exist-
ing algorithms based on the privacy preserving techniques.
They lacked multidimensional topological structure, more-
over, they didn’t present the comparison between various
methods and comparison of the models; Moreover, they only
listed a series of the existing metrics in the literature and
did not classify and elaborate on these metrics. Although
the author in [13] surveyed privacy preserving data mining
techniques. They presented a classification based on the data
lifecycle phase. This paper concludes ARM, but not focusing
on ARM, therefore, the review of ARM was not comprehen-
sive and lacked metaheuristic-based literature.

We bridge a literature gap by providing an up-to-date and
comprehensive review of the existing PPARM techniques and
metrics. In this paper, we presented a detailed topological
structure of the existing PPARM algorithms, then, we survey
and review various PPARM techniques from the literature.
In addition, we elaborate on each type of metrics dedicated
to PPARM algorithms. Finally, we summarize some conclu-
sions and come with up the future directions and challenges.

The remainder of this paper is organized as follows.
In Section II, we provide the preliminaries with respect to
association rule mining. Classification and a detailed topo-
logical structure of PPARM are presented according to mul-
tiple dimensions in Section III. In Section IV, we make a
comprehensive review of privacy preserving association rule
mining techniques. Section Vmakes a detailed comparison of
each PPARM model. In section VI, we survey and elaborate
on each type of metrics dedicated to PPARM algorithms.
Section VII concludes the paper and Section VIII comes up
with some directions and challenges in the future.

II. PRELIMINARIES
Association rule miningAssociation rule mining algorithms
are designed to discover interesting relationships among sets

of items in the transaction database. Association rule mining
can be stated as follows: Given I = {i1, i2, . . . , im} is a set
of items, D = {T1,T1, . . . ,Tn} is a set of transactions. Each
transaction T is a set of items such that T⊂I. An association
rule is an implication of the form:X⇒Y, where X⊂ Y, Y⊂I,
X∩Y= φ, both X and Y are itemsets. Support and confidence
are two of the most important metrics for evaluating the
interestingness of a rule. Support of an association rule X⇒Y
is defined as the percentage of records that contain X and
Y to the total number of transactions in the database. The
confidence of an association rule is defined as the percentage
of the number of transactions that contain both X and Y to
the total number of transactions that contain X. The support
and confidence of a rule can be represented by the following
equations.

Support(X ⇒ Y ) =
σ (X ∪ Y )

n
(1)

Confidence(X ⇒ Y ) =
σ (X ∪ Y )
σ (X )

(2)

where σ (X) denotes the number of transactions that contain
the itemset X and n is the total number of transactions.
Traditionally, association rules mining can be decomposed
into two steps, as shown below:

(1) Identify all the frequent itemsets whose supports are
greater than or equal to a user-defined Minimum Support
Threshold (MST).

(2) Generate the association rules whose confidences are
greater than or equal to a user-defined Minimum Confidence
Threshold (MCT).

III. CLASSIFICATION OF THE EXISTING PPARM
ALGORITHMS
Many algorithms have been developed to solve the problem
of PPARM from different aspects. In this section, we classify
PPARM by the following four dimensions: (1) data distribu-
tion; (2) the contents that need to be protected; (3) privacy
preservation techniques; (4) data modification techniques.

The first dimension refers to the distribution of data. Some
approaches are proposed for centralized data. In this case,
there is only one data owner who publishes its data to the
external site. Other approaches have been designed for dis-
tributed data. The distributed data can also be categorized as
vertically distributed data and horizontally distributed data.
Vertical data distribution means that the number of transac-
tions is the same at each site but the set of attributes is different
for all sites. Horizontal data distribution refers to these cases
the number of transactions is different at each site but the set
of all attributes is the same for all sites.

The second dimension refers to what needs to be protected.
Some PPARM algorithms are developed to protect sensitive
raw data; some are developed to protect sensitive patterns;
however, the others are designed to protect both sensitive raw
data and sensitive patterns.

The third dimension refers to the privacy preservation
techniques used for protecting the privacy in association
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FIGURE 1. A taxonomy of the developed PPARM algorithms.

rule mining. The developed techniques fall into the main
six categories.

(1) Data obscure-based techniques. Such techniques can
provide privacy protection by adding noise into the original
database.

(2) Heuristic-based techniques. Such techniques, such as
adaptive modification, modified only selected values rather
than all available to minimize the data utility loss.

(3) Reconstruction-based techniques. In such techniques,
the original data are not directly sanitized. The main idea
of such techniques is as follows: first sanitize the ‘‘knowl-
edge base(KB)’’ into the sanitized knowledge base, denoted
as KB’. The released data is then reconstructed from KB’.

(4) Metaheuristic-based techniques. Such techniques are
higher level heuristic techniques.

(5) Cryptography-based techniques. Such techniques are
often utilized in the scenarios where the association rule
mining was outsourced to the cloud server. These outsourced
data are centralized or distributed data.

(6) Secure Multiparty Computation (SMC). SMC is often
utilized to achieve the association rule mining in the dis-
tributed database. SMC aims to mine the global association
rules from the joint database without revealing such input to
the other parties.

The fourth dimension refers to the data modification meth-
ods. When a database needs to be released to the public, it is
necessary to modify the original data to ensure high privacy
protection. A data modification method is always dependent
on the privacy preserving policy adopted in the algorithm.
The following data modification techniques are used to mod-
ify the original data in the processing of association rule
mining.

(1) Data obscure-based methods used for protecting
sensitive raw data in association rule mining, such as data
randomization and data anonymity.

(2) Hiding methods used for association rule hiding, which
include perturbation, blocking, etc. Perturbation refers to the
alteration of an attribute value by a new value (i.e., changing
1 to 0, or adding noise). Blocking is the replacement of an
existing attribute value with a question mark (i.e.,?).

(3) Intelligent metaheuristic-based modification methods,
such as Genetic Algorithm (GA) method and Cuckoo Search
(CS) algorithms, Ant Colony algorithm (ACO).

(4) Encryption methods, such as substitution encryp-
tion or more complex public-key encryption.

A similar division of PPDM is provided by Verykios and
Bertino [14]. However, some important privacy preserving
techniques and data modification techniques weren’t con-
sidered in [14]. We extend the division in [14]. In addi-
tion, we present a detailed topological structure with respect
to these four dimensions, shown in Figure 1. Assume that
PPARM lies at level 0, then the i-th level (1≤i≤4) corre-
sponds to the i-th dimension.

IV. REVIEW OF THE EXISTING PPARM ALGORITHMS
As mentioned in section III, in the existing PPARM algo-
rithms the protected contents can be classified into three
categories: (1) protect sensitive raw data; (2) protect sensitive
patterns; (3) protect both sensitive raw data and sensitive
patterns.

In this section, we regard these three aspects as three pri-
vacy protection models and provide a comprehensive review
of the existing PPARM algorithms according to these three
models.

A. SENSITIVE DATA PROTECTION MODEL (SDPM)
SDPM aims to protect the sensitive data in the original
database. In this model, to protect sensitive raw data, the data
owner first sanitizes or removes its sensitive data by various
methods before publishing his data to the external site. The
external site executes the association rule mining over the
sanitized database according to the ARM algorithms. SDPM
is shown in Figure 2, where D and D’ represent the original
database and sanitized database respectively, R denotes asso-
ciation rules mined from the sanitized database.

Two well-known data sanitization methods used in SDPM
include data randomization and data anonymity. Tradi-
tionally, in data randomization approach, normal distribu-
tion or Gaussian distribution is used to add or multiply a
random noise for every sensitive dataset item. In general,
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FIGURE 2. Sensitive data protection model.

the data randomization can be classified as additive random-
ization andmultiplicative randomization. In additive random-
ization,the random noise R is added for every sensitive item
in sensitive itemset Si = {Si1, Si2, . . . Sin} as follows.

Si1 + R1, Si2 + R2, . . . , Sin + Rn

Similarly, in multiplicative randomization,the random
noise R is multiplied for every sensitive item in sensitive
itemset Si as follows.

Si1 × R1, Si2 × R2, . . . , Sin × Rn

In 2002, Rizvi et al. expanded the traditional method of ran-
domization for application to the ARM problem and first pro-
posed a randomization-based mask scheme [15] to achieve
privacy preserving association rule mining. In addition, they
presented an optimization method to decrease high computa-
tional overhead in the frequent itemset mining.

Data randomization methods are simple but useful for
hiding sensitive information, however, data randomization
methods have the risk that public records may be used to
discover an identity in the sanitized dataset records. Data
anonymity is a raw data protection method which avoids
the weakness of randomization methods. Data anonymity
aims to prevent the identification disclosure of individual
records. K-anonymity, which was introduced by Samarati
and Sweeney in 2002. In general, data anonymity functions
as follows: (1) remove the record identifier; (2) anonymize
the quasi-identifier attributes which can identify the owner
of the record. K-anonymity is the most popular anonymity
privacy model in which each record is indistinguishable from
at least k-1 other records by the quasi-identifier [16]. In the
k-anonymity model, k can be utilized to measure the pri-
vacy. The larger the value of k is, the more difficult it is to
de-anonymize records.

B. SENSITIVE PATTERNS PROTECTION MODEL (SPPM)
The main goal of SPPM is to prevent the disclosure of
its sensitive patterns during the process of the association
rule mining over the sanitized database at the external site.
In this model, as shown in Figure 3, in order to protect
the sensitive association rules, the data owner sanitizes the
original database D or so-called ‘‘ knowledge base (KB)
’’(generated by D) such that certain sensitive association
rules can’t be discovered through association rule mining
techniques. At last, the data owner publishes the sanitized
database D’ to the external site. At the external size, the server
carries the association rule mining over the sanitized data and
generate the association rules R’, where sensitive rules Rs are

FIGURE 3. Sensitive patterns protection model.

hidden. Sensitive patterns protection model is also known as
association rule hiding( ARH) model.

The concept of ARH was proposed firstly in [17]. The
problem of ARH is described as follows: let D and D’ denotes
the original database and sanitized database respectively,
R a set of association rules which can be mined from D and
Rs a set of sensitive rules in R. The key challenge of ARH is
how to transform database D into D’ so that all the rules in R
can still be mined from D’, while the rules in Rs are hidden.
In the social network, ARH is often used to protect online
social network profiles by hiding sensitive user attributes.

Association rule hiding techniques can be classified
into three major categories: heuristic-based techniques,
reconstruction-based techniques and metaheuristic-based
techniques.

1) HEURISTIC-BASED ARH
A heuristic approach is the supreme used approach for the
association rule hiding. ‘‘Heuristic’’ derives from the Greek
verb ‘‘heuriskein’’, meaning ‘‘to find’’. In general, heuristics
were considered as experience-based algorithms that search
the solution space to find a good solution. This approach
ignores whether the solution can be proved to be correct,
but it usually produces a good solution. According to the
data modification strategy, the heuristic-based approaches
mainly include two categories: perturbation-based methods
and blocking-based methods.

a: PERTURBATION-BASED METHOD
The perturbation-based method is the one widely adopted
by the overwhelming majority of researchers in the process
of association rule hiding. Perturbation refers to selectively
perturbing the values of some attributes, i.e., changing a
selected set of 1-values to 0-values so that the support of
sensitive rules is lowered in such a way that the utility of the
released database is kept to some maximum value. Accord-
ing to hiding strategy, the perturbation-based algorithms can
be divided into two categories: itemset-based and sensitive
rules-based [4].

Atallah et al. [17] first proposed an ARH scheme with
the perturbation method. This is an itemset-based scheme.
In particular, it selectively hid some frequent itemsets from
the original databases by decreasing their supports while
having as little as possible effect on other non-selective
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frequent itemsets. In [17], Atallah showed that the optimal
sanitization was an NP-hard problem. However, this scheme
had a disadvantage of hiding only one rule at a time.

Dasseni et al. [18] achieved the association rule hiding by
sanitizing sensitive rules rather than sanitizing sensitive fre-
quent itemsets. Specifically, they reduced the importance of
sensitive rules by making their confidence below a minimum
confidence threshold. However, the algorithms in [18] were
developed under a strong hypothesis. They assumed that if
an item appears in a sensitive rule, then it will not appear in
any other sensitive rules. Moreover, their algorithms suffer
from two disadvantages: hiding only one rule at a time and
generating undesired ghost rules, which reduces the utility of
the released database.

On the premise of ensuring security, the heuristic-based
algorithms are expected to give attention to the utility issues.
A lot of literature considered the balance the privacy and the
data utility.

Oliveira and Zaïane [19] proposed a pattern restriction-
based algorithms and three item restriction -based algorithms.
These algorithms slightly altered the original data while
enabling flexibility for someone to tune them. Each algo-
rithm requires two scans of the dataset in order to build the
inverted index and alter some sensitive transactions respec-
tively. In this paper, the authors presented some metrics to
measure the privacy and utility of the algorithm, such as
hiding failure (HF), artifact patterns (AP) andmiss cost (MC).

Later, Verykios et al. [20] built their schemes on the top
of the work [18]. In [20], the authors balanced privacy and
disclosure of information by trying to minimize the impact
on sanitized transactions. In [21], Modi et al. proposed an
ARH algorithm named DSRRC (Decrease Support of R.H.S.
item of Rule Clusters). This algorithm clustered the sensitive
association rules based on R.H.S. of rules and hid as many
as possible rules at a time by modifying fewer transactions.
DSRRC maintained high data utility because of less modifi-
cation in the database. Nevertheless, this algorithm generated
unwanted side effects. In addition, it couldn’t hide the rules
with multiple R.H.S. items.

After the literature [21] was published, many subsequent
researchers [22], [23] extended and improved the algo-
rithm DSRRC. Komal et al. [22] introduced two improved
ARH algorithms, named ADSRRC (Advanced DSRRC) and
RRLR (Remove and Reinsert L.H.S of Rule). ADSRRC over-
came limitation of multiple sorting in the database, as well
as it selected transaction to be modified based on different
criteria than DSRRC algorithm. The algorithm RRLR could
hide association rule with multiple R.H.S items. In addition,
the algorithmRRLR is superior to DSRRC algorithm in terms
of the number of lost rules and the transactions modified.
Nikunj and Ydai [23] modified the algorithm in [22] and pro-
posed a new algorithm, which reduced database modification
and side effects by deleting the effective candidate items.

Most of the heuristic ARH algorithms are rule-
based or itemset-based. In recent years, some hybrid algo-
rithms [24], [25] are proposed. In [24] Ghalehsefdi proposed

a hybrid algorithm to achieve association rule hiding. Soon
after, Ghalehsefidi and Dehkordi [25] proposed two hybrid
algorithms, named ISSDD (Intelligent Selection of Saniti-
zation in Dense Database) and ISSSD (Intelligent Selection
of Sanitization in Sparse Database). Their algorithms were
based on rules and items with the least amount of side effect
on the sparse and dense database through hiding strategy,
compared to the previous algorithm [22], [23],

Cheng et al. [26] applied the multi-objective optimization
mechanism to consider multiple factors for hiding sensitive
itemsets. Later, Cheng et al. [27] proposed a deletion method
to reduce the support or confidence of sensitive rules below
specified thresholds for PPDM.

In 2015, Fouladfar and Dehkordi [28] introduced a quick
hiding algorithm of association rules, named FHA. In this
method, they reduced the overload of ordering transactions
by decreasing database scans. Moreover, they reduced the
side effects by selecting the appropriate items for perform-
ing the modifications. Conducted experiments indicated that
FHA exceeded the algorithms proposed in [21]–[23] in term
of computation complexity and the number of lost rules.

Telikani and Shahbahrami [29] achieved the optimization
of association rule hiding by combining border and heuristic
approaches. In this paper. The MaxMin approach is optimal
border-based solution. In combination with two heuristics
Telikani utilized MaxMin approach to hide association rules.
They proposed a new hybrid algorithm, named as Decrease
the Confidence of Rule (DCR).With respect to the rulemining
time, the number of lost rules and data utility, The experimen-
tal results showed that the performance of DCR is superior to
ARHIL algorithm proposed by Hai et al.

Surendra and Mohan [30] proposed an ARH method with-
out side effect. The novelty of the proposed method is to
sanitize the closed itemsets/patterns instead of transactions in
the database. In their scheme, hiding failure is 0, moreover,
there are lost rules and ghost rules.

b: BLOCKING-BASED METHOD
A blocking-based method refers to replacing the certain value
in a selected transaction with a question mark (i.e.,?) in order
to hide the sensitive rules. It is sometimes more desirable for
specific applications, such as medical applications, to substi-
tute an unknown value for a real value rather than placing a
false value. In what follows, we make a review of the existing
blocking-based algorithms.

Saygin et al. [31] first proposed a blocking-based
ARH approach. They proposed a novel technique for hid-
ing sensitive rules by using unknown values. Introducing a
question mark into the dataset changes the definition of the
support and confidence of an association rule to some extent.
As a result, the support and confidence will be altered into
a support interval and a confidence interval correspondingly.
They provided a framework for association rules hiding when
the data set contained unknown values.

Later, Wang and Jafari [32] proposed a blocking-based
sanitization algorithm, which achieved further efficiency
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FIGURE 4. A chronological chart about the heuristic-based ARH.

compared to the algorithm in [31]; however, it can only hide
all rules containing the hidden items on the left-hand side,
while the approach in [31] can hide any specific rule.

Except for the perturbation-based and blocking-based
methods, aggregation and disaggregation are also heuristic-
based methods often used in ARH. Amiri [33] proposed
aggregation and disaggregation sanitization approaches.
Aggregation is a similar concept to k-anonimity, where syn-
thetic data is added to the real value instead of generation.
In wireless sensor networks(WSN), each sensor is considered
a node. Since nodes have low battery capacity, methods to
aggregate data from multiple sensors are often used to reduce
network traffic. Different from the aggregation approach,
the disaggregation method modifies the sensitive transactions
in the dataset individually by deleting some items from them
until the support of every sensitive itemset is reduced below
the minimum support threshold while the number of non-
sensitive itemsets whose supports fall below the threshold is
minimized.

The classical papers about heuristic-based technique were
presented in the chronological chart, as shown in Figure 4.

2) RECONSTRUCTION-BASED ARH
To perform the association rule hiding, many algorithms were
proposed to address the problem of privacy preservation by
perturbing the data and reconstructing the distributions.

For the first time, Chen et al. [34] proposed a
reconstruction-based framework, as depicted in Figure 5.
The main idea of such techniques is as follows: the data
owner firstly find so-called ‘‘knowledge base (KB)’’ (called
as frequent itemset in association rule mining) and mined
the association rules hidden in the original database, then it
sanitizes the KB into KB’ such that the sensitive rules Rs
can’t be mined by the KB’. At last, the data are reconstructed
by KB’ and released to the external site. In this model,
the original data D will not be directly sanitized. In order
to hide sensitive frequent itemsets, they proposed a coarse
Constraint-based Inverse Itemset Lattice Mining procedure
(CIILM). Inspired by the idea in [34], Guo [35] proposed an
FP tree based algorithm for inverse frequent itemset mining to

FIGURE 5. Reconstruction-based framework.

reconstruct the original database by using non-characteristic
of the database. This algorithm canworkmore efficiently than
CIILM in [34].

3) METAHEURISTIC-BASED ARH
On the premise of ensuring security, the PPARM algorithms
are expected to pay attention to the utility issues. It is a
challenging problem for traditional PPARH algorithms to
minimize side effect in the processing of association rule
hiding. Evolutionary algorithms, which are metaheuristic-
based solutions, are proposed to find an optimal solution in a
short time. Metaheuristics are considered as high-level con-
cepts for exploring search spaces by using different strategies.
Evolutionary algorithms, such as Genetic Algorithms (GA),
Cuckoo Search (CS) algorithms and Ant Colony (ACO)
algorithms are widely used metaheurisics algorithms, which
are a type of intelligent algorithms which have a heuristic
framework. In recent years, many evolutionary algorithms
have been utilized for obtaining the global optimal solution
in association rule hiding.

GA is a probabilistic searching algorithm by the Darwinian
principle and it transforms an initial population into a new
population named as offsprings using crossover andmutation.

Based on the concept of GA and the traditional support
and confidence framework, Dehkordi et al. [36] introduced
a novel algorithm which implemented the distortion in asso-
ciation rule hiding. In [36], they used four fitness strategies
for the specification of the fitness function. All of these four
strategies are based on the weighted sum function. In this
paper, the authors claimed that they minimized the number
of lost rules and ghost rules with minimum modification in
the original database. However, the number of lost rules and
ghost rules are not mentioned.

Khan et al. [37] proposed an improved GA architecture
with a newfitness function for hiding association rules. In this
paper, two databases were used for experimental analysis.
The experimental results showed their work has less informa-
tion loss, lost rules and ghost rules compared to the algorithm
in [36].

Lin et al. respectively proposed the cpGA2DT [38] and
sGA2DT, pGA2DT [39] algorithms for hiding the sensitive
itemsets by removing the victim transactions based on GAs.
Just recently, based on the NSGAII framework, Lin et al. [40]
first presented a multi-objective algorithm for hiding the
sensitive information with transaction deletion.
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CS algorithm is another widely used metaheuristic search
algorithm. Be inspired by obligate brood parasitism of
some cuckoo species, Yang and Deb [41] first proposed a
CS algorithm to effectively solve optimization problems.

Afshari et al. [42] presented Cuckoo Optimization Algo-
rithm for Association Rule Hiding (COA4ARH). In this
paper, association rule hiding was achieved by the distortion
technique. In addition, three fitness functions were defined,
which made it possible to achieve a solution with the fewest
side effects. A lot of experiments were conducted on the
different database and the experimental results showed that
COA4ARH hid all association rules and it had fewer side
effects, such as lost rules (LR) and ghost rules( GR), com-
pared with the previous algorithms [20], [26], [37].

Doan et al. [43] improved the algorithm in [42] to mini-
mize the side effect of the missing non-sensitive rules. Their
experimental results indicated that the improved approach
had higher performance.

Like GA and CS algorithm, Ant Colony (ACO) algorithms
are designed to solve the optimization problems. Dorigo
and Gambardella [44] first proposed the Ant Colony System
(ACS), which was an extended algorithm of the original ant
system.

Narmadha [45] used the ACO solution to hide the sensitive
frequent items. Later, someACO-based approaches [46], [47]
were proposed to improve the performance and reduce the
side effects.

C. SENSITIVE DATA AND SENSITIVE PATTERNS
PROTECTION MODEL (SDSPPM)
SDSPPM aims to protect both the sensitive database and
the sensitive patterns, (a.k.a. association rules in ARM).
This model is mainly used to solve secure outsourcing of
association rule mining over large amounts of data, includ-
ing centralized data and distributed data, and Secure Mul-
tiparty Computation (SMC) problem over distributed data.
Researchers have proposed a great many cryptography-based
approaches and SMC approaches which are suitable for this
model.

1) OUTSOURCING OF SECURE ASSOCIATION RULE MINING
With the development of cloud computing, outsourcing of
data mining is acquiring extensive concern. From our sur-
vey, outsourcing of association rule mining focus on the
outsourcing of association rule mining over the centralized
data or distributed data. An overall framework of the out-
sourcing of association rule mining over centralized data
is shown in Figure 6. The data owner encrypts the origi-
nal database D to transformed database D’ and sends D’
to the cloud server (a.k.a. miner). The miner computes the
encrypted strong association rules AR and sends them the
data owner. The data owner then uses a decryption pro-
cess to convert the encrypted AR to actual association rules
AR involving the original items. For example, some hos-
pitals and organizations often outsource association rule
mining over e-health records to the cloud for deduced

FIGURE 6. Outsourcing of association rule mining over centralized data.

management cost. Privacy preserving problem in outsourcing
of frequent itemsets mining and association rule mining has
been widely studied in single data owner scenarios [48]–[52].

Wong et al. [48] proposed a secure encryption solution
based on a 1-to-n item mapping. In their approach, a set of
real items are mapped into a set of pseudo items, and then
each transaction was transformed in a non-deterministic way.
Their scheme was claimed to be resistant to frequency analy-
sis attack; however, it lacked a formal theoretical analysis and
proof of security guarantees.

However, Molloy et al. [49] indicated that the solution
in [48] couldn’t counter known frequency analysis attacks.
A successful attack on the algorithm in [48] mainly depended
on the existence of fake items. In [49], they demonstrated that
the random fake items can be removed by detecting the low
correlations between items and that the top frequent items can
be recognized by attackers.

Tai et al. [50] concentrated on outsourcing of frequent
itemset mining. In this paper, they introduced k-support
anonymity to protect each item with k-1 other items with the
same support against the adversary with exact support infor-
mation. Specifically, items were introduced in the encrypted
database to achieve k-support anonymity, and a pseudo tax-
onomy tree was constructed to ensure the protection of
the original items. Giannotti et al. [51], [52] also proposed
k anonymity-based schemes to achieve the outsourcing of
privacy preserving association rule mining. Their schemes
ensure that each transformed item is indistinguishable from
at least k-1 other transformed items. To counter frequency
analysis attack, some fictitious transactions are inserted in the
encrypted database to conceal frequencies of the items. After
inserting the fictitious transactions, any item in the encrypted
database has the same frequency with at least k-1 other items.
The data owner sends the encrypted database, including both
the real and fictitious transactions, to the cloud server. The
cloud server runs a classic frequent itemset mining algorithm
and returns the result (frequent itemsets and their supports)
to the data owner. The data owner recovers the real supports
of these itemsets by subtracting them with occurrence counts
of these itemsets in the fictitious transactions respectively.
Finally, the data owner decrypts the received itemsets with
the revised supports higher than the frequency threshold
and generates association rules based on the found frequent
itemsets.
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FIGURE 7. A chronological chart about the outsourcing of ARM.

However, none of these works [48]–[52] provide semantic
security, which means that the adversary with knowledge
on chosen plaintext-ciphertext pairs is able to infer partial
information about the raw data and mining results.

Based on predication encryption and dual system encryp-
tion, Lai et al. [53] first proposed a semantically secure
solution for outsourcing of frequent itemsets mining. This
solution could resist chosen-plaintext attacks on encrypted
items; however, it had no capacity to solve frequency analysis
attacks.

The above schemes [49]–[53] only supported the out-
sourcing of association rule mining over the centralized
data owned by a single data owner. In recent years, some
researchers focus on the problem of association rule mining
over encrypted distributed data [54]–[56].

Huang and Lu [54] proposed an efficient and flexible
privacy-preserving mining of association rule algorithm,
named as EFPA. This scheme can support the outsourcing
of privacy-preserving association rule mining over horizon-
tally distributed data (PPARM-H for short). Li and Lu [55]
addressed outsourcing of privacy-preserving association rule
mining on vertically partitioned databases (PPARM-V for
short). However, these schemes needed the data owner to
be online during the data mining. Liu et al. [56] addressed
PPARM over distributed data in the twin-cloud architecture,
this scheme allowed the data owner to be offline during the
data mining.

We depict a chronological chart about the development his-
tory of the outsourcing of association rule mining, as shown
in Figure 7.

2) SECURE ASSOCIATION RULE MINING OVER
DISTRIBUTED DATA
There are scenarios where multiple parties wish to collab-
orate for exacting the interesting global association rules
over the conjunction of all partitioned data, without reveal-
ing their respective data to each other. Undoubtedly, tradi-
tional centralized approaches aren’t fundamentally adaptable
to these situations. To solve this problem, privacy preserving

distributed association rule mining (PPDARM) has emerged
as an important research area.

For the first time, Clifton et al. [57] proposed the prob-
lem of privacy preserving in the distributed data. In this
paper, they presented numerous secure multiparty compu-
tation (SMC) techniques, such as secure sum, secure set
union, secure size of set intersection and scalar product. The
proposed techniques are often used as tools in distributed data
mining.

In the last decades, many schemes with respect to PPARM
over distributed data have been proposed and can be divided
into two classes, SMC-based schemes and cryptography-
based schemes. SMC aims to mine the global association
from the unified database without revealing each party’s
private data to the other parties. Different from SMC,
cryptography-based approaches are suitable for the other
cases, where there are multiple data owners and one or mul-
tiple third-party servers which are responsible for most of
the mining work. In distributed scenarios, there are two main
types of data distribution: (1) horizontal distribution; (2) ver-
tical distribution.

a: PRIVACY PRESERVING ASSOCIATION RULE MINING
OVER VERTICALLY DISTRIBUTED DATA(PPARM-V)
For privacy preserving association rule mining over vertically
distributed data, the main task is to secure computation of the
support count of an itemset. If the support count of such an
itemset is larger than or equal to the given minimum support
threshold, then the miner considers it to be a frequent itemset.

Vaidya and Clifton [58] first addressed the problem of
secure association rule mining over vertically partitioned
databases. In this paper,to computer the support of itemsets,
they proposed a secure scalar product protocol, which was a
secure two-party computation protocol. However, the com-
putation overhead of the solution [58] is O(n2), where n is
the number of the transactions. In addition, it can disclose
numerous linear combinations of each party’s private data to
the other parties.

For vertically distributed data, Zhong [59] proposed two
algorithms with two levels of privacy, respectively. The algo-
rithm with weak privacy was based on probabilistic public-
key encryption, and the one with strong privacy was based on
homomorphic encryption. Both of them achieved the privacy
guarantee superior to the existing solution. Moreover, they
were more efficient than the one in [58] in that their computa-
tional complexity isO(n), n is the number of the transactions.
However, Vaidya and Clifton [60] et al. adopted a secure

set intersection cardinality protocol to enable secure associ-
ation rule mining over vertically partitioned data. The basic
idea of this protocol is as follows: Each party encrypted all
their items with communicative public key encryption and
passed them to the next party until all parties had encrypted all
items. As a result of commutative encryption, the encrypted
values from different sets were equal if and only if the original
values were the same. Therefore it was needed to only count
the number of values that were present in all of the encrypted
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itemsets. The set intersection cardinality protocol enabled the
anonymity of the ownership of an item set. In addtion, this
technique didn’t require decryption.

In addition, Ge et al. [61] utilized a secret sharing tech-
nique to achieve secure association rule mining in multiple
parties. In this paper, a collusion-resistant algorithm was
proposed, which effectively prevented the collusive behaviors
and performed secure multiparty computation.

Similar to [58], Kharat et al. [62] utilized the secure
scalar product in multiple parties. In respect with the com-
munication cost, the method in [62] exceeded the algorithm
in [59], [61]. The communication cost of [62] is N(n-1) + 1,
that of [59] is N(n-1) + N + N-1 and that of [61] is
2Nn + n-1. Here N and n represent the number of the trans-
actions and parties respectively.

In both algorithms in [58] and [59], the secure scalar
product was achieved by introducing randomness to an input
vector, and the final output was retrieved by canceling out the
randomness.

Unlike all of the above schemes, both [63] and [55]
achieved association rule mining over the vertically dis-
tributed database with the assistance of the third-party
server. In [63], Rozenberg presented a two-party algorithm
and a new version of the multi-party algorithm for finding all
frequent itemsets in vertically distributed databases, without
revealing their individual transaction values. In what follows,
we summarize the main idea of their algorithms: a data owner
was designated as the master, which was responsible for the
major work of the mining, and the other data owners were
considered as slaves. Each slave introduced some fictitious
transactions into his own datasets and passed the resulting
datasets to the master. Each data owner also sent his set of
real transactions’ IDs to the third-party server. The master
generated all candidate frequent itemsets from the unified
database. For each candidate rule X ⇒ Y, the master sent
the ID lists of the transactions containing X ∪ Y and the
transactions containing X to the third-party server. The server
verified if the rule is qualified one. However, this solution
suffers from the following disadvantages: (1) Themaster does
the majority of the computation. (2) Though fictitious data
are added in datasets, the master is able to learn significant
information about other data ownersa̧ŕ raw data from the
received datasets.

Li and Lu [55] also provided a cloud-aided frequent itemset
mining solution, in which data owners collaboratively mined
global association rules from their joint database with the aid
of the cloud. To protect the privacy of data, they designed
an efficient homomorphic encryption scheme and a secure
comparison scheme. Compared with the scheme with strong
privacy in [60], which had the same privacy as theirs, their
scheme is 3 to 5 orders of magnitude higher. Soon after [55],
Hammami et al. [64] also used homomorphic encryption to
achieve privacy preserving data mining in a cloud computing
environment. The processing time consumption of their algo-
rithm is superior to the approach proposed in [65] fitting in
the same trend and in the same data characteristics.

FIGURE 8. A chronological chart about ARM-V.

Wang et al. [66] proposed an attack algorithm on the
symmetric homomorphic encryption scheme in [55]. In [66],
they illustrated li et al. overvalued the privacy of their scheme.
They showed that they could retrieve the secret key from sev-
eral known plaintext/ciphertext pairs through the continued
fraction algorithm and the Euclidean algorithm.

We depict a chronological chart about the development his-
tory of the association rule mining over vertically distributed
data, as shown in Figure 8.

b: PRIVACY PRESERVING ASSOCIATION RULE MINING OVER
HORIZONTALLY DISTRIBUTED DATA(PPARM-H)
Mining private association rules from horizontally distributed
data aims to find all strong associations rules that are hidden
in the joint database while minimizing the disclosure of pri-
vate data at each data owner site.

Kantarcioglu and Clifton [67] first proposed the method
for exacting association rule in horizontally partitioned
databases. In this paper, Yao’s generic secure computation
protocol was utilized to securely compute the union of locally
large itemsets without revealing the data owners of partic-
ular itemsets. Moreover, a novel approach was presented
to securely test if the support count exceeded the given
threshold.

Schuster et al. [68] stated the approaches of [67] are unsuit-
able for the large-scale systems for the following reasons:
(1) A message must traverses through all the parties twice,
one-by-one. (2) Slight changes of the data in one party could
cause the whole algorithm to have to be executed over again.
They proposed a scalable distributed association rule min-
ing algorithm, which was shown to be scalable to millions
of resources. Based on additively homomorphic encryption,
they presented a cryptographic privacy preserving association
rule mining algorithm.

Tassa [69] improved the protocol in [67] in terms of
simplicity and efficiency as well as privacy. In [69], they
proposed two novel secure protocols. One was utilized to
compute the union or of private subsets held by each player
and the other was utilized to test the presence of an element
held by the client in a subset possessed by another.
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TABLE 1. Distributed privacy preserving techniques and the number of data owners included in the system. Note : superscript i represents the
ith algorithm of this reference.

Based on distributed oblivious transfer protocol (OTP),
Xie and Zhu [70] presented an algorithm for secure mining
of association rules in horizontally distributed databases. This
algorithm could not resist the sites collusion attack but failed
to prevent the attack from the external adversary.

Chahar et al. [71] proposed two protocols to gener-
ate global association rule in a horizontally partitioned
database. The first protocol utilized Elliptic-curve cryp-
tography (ECC) to address the privacy problem of indi-
vidual site’s information; however, this protocol could not
resist the collusion of two sites. The second protocol over-
came the weakness by using Shamir’s secret sharing, but it
required higher communication cost, compared with the first
protocol.

All of the schemes assume that the communication chan-
nel for data exchange is secure. In practice, this assump-
tion is strong. In [72], Chirag N et al. proposed a privacy
preserving association rule mining algorithm in horizon-
tally partitioned databases when the communication channel
is insecure between involving sites. In this paper, Elliptic
Curve-based Diffie-Hellman (ECDH) was utilized to pro-
tect the privacy of data at each site, and Elliptic Curve-
based Digital Signature Algorithm (ECDSA) was applied to
improve the security of the data exchanged among multiple
sites.

Different from the above literature, some works addressed
the outsourcing problem of association rule mining in the
distributed environment, satisfying that the mining process is
confidential and the mining results are private.

In such a system structure, there is a third-party server,
called the cloud server or master miner. The overall process
of such schemes is as follows: to protect the privacy of data,
all data owners encrypt their data based on a special encryp-
tion algorithm and upload them to the cloud server. When
receiving the query of mining global association rules from
the data user, the cloud server performs the association rule
mining over the encrypted database and obtains the encrypted
support and the confidence of each rule.

In [73], the proposed solution was based on homomorphic
encryption, specifically, all data owners encrypted their data
with the public key of the data user; the cloud server per-
formed the homomorphic computations over the encrypted
database. However, in [54], the authors achieved the encryp-
tion at the data owner sites by the encryption algorithm pro-
posed in [74]. Each item is one-time masked with a random
number.

FIGURE 9. A chronological chart about ARM-H.

We depict a chronological chart about the development
history of the association rule mining over horizontally dis-
tributed data, as shown in Figure 9.

In privacy preserving association rule ming over dis-
tributed database, many techniques are utilized. In what fol-
lows, we present a brief summary of these techniques and
the number of data owners included in the system, as shown
in Table 1.

V. COMPARISON OF EACH MODEL
In section IV, we reviewed a variety of PPARM algorithms
corresponding to three models. Each model has specific secu-
rity requirements and application fields. Appropriate selec-
tion of the model should depend on the practical require-
ments.

According to the survey, we make a comparison of these
three models from the following six aspects: data distribu-
tion, protected content, entities in models, whether ARM is
required at the data owner site, overall processing, pri-
vacy preserving techniques and data modification methods,
as shown in Table 2.

Moreover, we summarize the main advantages as well
as the weaknesses of the PPARM techniques, as shown
in Table 3.

VI. METRICS FOR QUANTIFYING PPARM ALGORITHMS
The main objective of PPARM is to preserve a certain level of
privacy while minimizing at the time the loss of data utility.
An important aspect in the design of PPARM algorithms
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TABLE 2. Comparison of these three models from six aspects.

TABLE 3. Summary of main advantages and weaknesses of PPARM techniques.

is to identify suitable evaluation criteria. In the existing
PPARMalgorithms, somemetrics have been proposed. Based
on what aspect of the PPARM algorithms is measured,
the existing metrics may be divided into three main classes:

(1) Privacy level metrics, which measure how secure the
data is from a disclosure point of view.

(2) Data utility metrics, which quantify the loss of data
quality.

(3) Complexity metrics, which are utilized to measure the
efficiency and scalability of a proposed algorithm.

In what follows, we survey and elaborate on each type of
metrics utilized in PPARM algorithms.

A. PRIVACY METRICS
Generally, the privacy level is measured by the degree of
uncertainty. The higher the degree of uncertainty attained by a
PPARM algorithm, the better the data privacy is protected by
this PPARM algorithm. In the existing PPARM algorithms,

the degree of uncertainty is estimated in a variety of ways.
As mentioned in section III, according to the privacy pre-

serving techniques, PPARM algorithms can be classified into
data perturbation-based approaches, association rule hiding
approaches, and cryptography-based approaches. In the fol-
lowing section, we make a review of the metrics used in each
category of privacy preserving techniques.

1) PRIVACY METRICS IN DATA PERTURBATION-BASED
TECHNIQUES
In the SDPM model, data randomization is one of the two
well-known data perturbation-based techniques. For the first
time, Rizvi and Haritsa [15] proposed a randomization-based
PPARM scheme. In this paper, they defined user privacy as
the following percentage:

P(p) = (1− R(p))× 100% (3)
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where p refers to the probability the random number r take a
value 1 in the processing of randomization, R(p) is the recon-
struction probability of the original data from the distorted
data.

Data anonymity is another data perturbation technique.
K-anonymity was firstly proposed by Sweeney in [16]. If a
database is k-anonymous with respect to quasi-identifier
attributes, then this database is indistinguishable from at least
other transactions by the quasi-identifier attributes. At this
time the degree of uncertainty of the quasi-identifier attributes
is at least 1/k. Therefore, k-anonymity model has a certain
control over the privacy level.

However, both metrics are specific to some privacy pre-
serving techniques.

2) PRIVACY METRICS IN ASSOCIATION RULE HIDING
TECHNIQUES
In the association rule hiding model, most of the existing
algorithms are designed with the goal of hiding all sensitive
patters. However, it is obvious that the more sensitive patterns
are hidden, the more non-sensitive information is lost. Thus,
some ARH algorithms have been developed, which consid-
ers the balance between privacy and data utility. In order
to measure the balance between privacy and data utility,
Oliveira and Zaiane [19] presented a new and important result
privacy metric, named hiding failure (HF). HF is represented
as the percentage of sensitive patterns that are discovered
from the sanitized database D’, to the sensitive patterns found
in the original database D.

HF =
#RP(D′)
#RP(D)

(4)

where # Rp(D) and # Rp(D’) denote the number of sen-
sitive patterns discovered from the original database D
and the sanitized database D’ respectively. Ideally, HF is
0, meaning all sensitive patterns are successfully hidden.
Later, many association rule hiding algorithms [19]–[23],
[25], [28], [31], [33], [35], [37], [42]–[43] utilized HF as the
result privacy metrics of their schemes.

In addition, Wu et al. [47] presented a similar definition
to HF, named as F-T-H (failure to hide some sensitive infor-
mation). F-T-H is defined as the number of sensitive itemsets
appearing in the sanitized database D’.

F − T − H =
∣∣SIS ∩ FI ′s∣∣ (5)

where SIS denotes the set of sensitive itemsets that the data
owner wants to hide. FIS is the set of frequent itemsets in the
sanitized database D’.

3) PRIVACY METRICS IN CRYPTOGRAPHY-BASED
TECHNIQUES
Generally, the cryptography-based techniques are used in the
association rule mining outsourcing and secure multiparty
computation (SMC). In association rule mining outsourcing,
the data owner applies encryption algorithms to encrypt the
original transactions, which are sent to the service provider,

i.e., miner. In the SMC model, two or more parties want to
conduct a joint computation based on their private data, but
neither party is willing to disclose its own output to other
parties, therefore, encryption is sometimes required in the
SMC model.

In general, cryptography-basedmethods can achieve a high
level of privacy. However, they may be inferior with respect
to other metrics like computation complexity that will be
discussed below.

B. DATA UTILITY METRICS
In the algorithm based on data obscure-based (randomization-
based and k-anonymity-based)algorithms and ARH algo-
rithms, data utility was degraded because original database
is sanitized to protect sensitive raw data or association rule.
Therefore, data utility was considered as an important aspect
in this type of algorithms. Data utility is measured by func-
tionality loss, which quantifies the account of lost informa-
tion after the application of privacy preserving processing.
Various data utility metrics have been proposed, however,
currently, no metrics are widely accepted by the research
community. Data utility metrics can be categorized into data
utility metrics and result utility metrics.

1) DATA UTILITY METRICS
From a data utility point of view, Agrawal and Aggarwal [77]
defined the information loss as a metric to measure the accu-
racy of any reconstruction algorithm. Denoting the original
density function of attribute X and the reconstructed density
function by fX (x) and ˆfX (x) respectively, the information loss
is computed by the following formula.

I (fX (x), f̂X (x)) =
1
2
E[
∫

�X

∣∣∣fX (x)− f̂X (x)∣∣∣dx] (6)

The information loss ranges from 0 and 1. In the best case,
I(fX (x), ˆfX (x)) is 0, implying that there is no information loss.
I(fX (x), ˆfX (x))is 1 means that there is no overlap between
fX (x) and its estimate ˆfX (x).
A data sanitization approach is measured mainly by the

capacity to hide sensitive rules or itemsets with minimal
effect on data utility of non-sensitive information. In [33],
data utility and data accuracy were utilized to measure the
performance of the data sanitization approaches. Data utility
was defined as the percentage of the non-sensitive itemsets
that are not concealed. Amiri defined data accuracy with two
levels, named transaction accuracy and item accuracy. Trans-
action accuracy represents the percentage of transactions that
are accurate in the sanitized database. Item accuracy, denoted
by IA, can be computed as the percentage of frequencies of
the items that are not deleted from the sanitized database.

In some literature [21]–[23], data utility was evaluated by
dissimilarity (Diss), which measured the difference between
the original and the modified dataset. Assuming fX (i) repre-
sents the frequency of the item i in the dataset X, D represents
the original database, D’ represents the sanitized database and
n represents the number of the items in the original dataset D.
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Diss is computed as follows.

Diss(D,D′) =
1∑n

i=1 fD(i)
×

n∑
i=1

[fD(i)− fD′ (i)] (7)

2) RESULT UTILITY METRICS
Result utility metrics are often based on the comparison
between the data mining results over the perturbed data and
the original data.

In [15], Rizvi et al. utilized support error (ρ) and identify
error (σ ) as their result utility metrics. Support error reflected
the average relative error in the reconstructed support values
for all the itemsets which are correctly identified to be fre-
quent. Identify error (σ ), which has two components: σ− and
σ+, referred to the percentage error in identifying frequent
itemsets. Support error (ρ) and identify error (σ ) can be
computed by the following formulas.

ρ =
1
|f |

∑
f

∣∣rec−supf − act−supf ∣∣∣∣act−supf ∣∣ × 100 (8)

σ+ =
|R− F |
|F |

× 100, σ− =
|F − R|
|F |

× 100 (9)

where rec_supf and act_supf are reconstructed support and
actual support respectively and R denotes the reconstructed
set of frequent itemsets, and F denotes the correct set of
frequent itemsets.

To measure result utility loss, Oliveira and Zaiane [19]
presented two interesting metrics, called the Miss Cost (MC)
and the Artifact Patterns (AP). MC measures the percentage
of non-sensitive association rules that are missed from D’.
Legitimate rules were lost when the support of some non-
sensitive patterns is decreased below the threshold due to the
sanitization. MC is defined as follows:

MC =
# ∼ RP(D)− # ∼ RP(D′)

# ∼ RP(D)
× 100% (10)

where D and D’ are the original database the sanitized
database respectively; P is a set of all frequent patterns that
can be mined from D., #∼ RP(D) and #∼ RP(D’) denote
the number of non-restrictive discovered from the original
database and the sanitized database respectively. Ideally,
MC should be equal to 0%. In the design of the association
rule hiding, compromise often is made between MC and HF.
Similar to MC, N-T-H (not to be hidden) was defined in [47]
and it measured the number of non-sensitive itemsets hidden
in the sanitized database D’.

N − T − H =
∣∣FIs − SIs − FI ′s∣∣ (11)

where FIs and FI ′s are the set of frequent itemsets in original
dataset D and the sanitized database D’ respectively, and
SIs denotes the set of sensitive itemsets that needs to be
hidden.

In [19], AP was defined as the percentage of the discovered
patterns that were artifact patterns. Representing the set of all

patterns in D and D’ by P and P’ respectively, AP is computed
by the following formula:

AP =

∣∣P′∣∣− ∣∣P ∩ P′∣∣
|P′|

(12)

where the symbol ‘‘| |’’ denotes the cardinality. Ideally, AP
is 0, implying that no artificial patterns incurred during the
sanitization processing.

A similar metric to AP, i.e., N-T-G (not to be hidden), was
presented in [47]. N-T-G is defined as the number of frequent
itemsets in the sanitized database D’ that are infrequent in the
original database D.

N − T − G =
∣∣FIs − FI ′s∣∣ (13)

where FIs and FI ′s represent the set of frequent itemsets in
original dataset D and the sanitized database D’ respectively.

Later a great many association rule hiding
works [19]–[23], [28], [25], [35], [37], [42], [43] also took
AP and MC as the result utility metrics of the proposed algo-
rithms. In [21]–[23], apart AP andMCmetrics, they evaluated
the result utility of their proposed algorithms by considering
SEF (side effect factor) metrics. Similar to MC, SEF is used
to evaluate the amount of non-sensitive association rules that
are lost because of the effect of the sanitization process.

There are some works [31], [32], [35] which used the
combination of some metrics as their result utility. In [37],
apart from Ghost Rule (GR) and Lost Rule (LR), Khan et al.
used Loss of Information (LI) as their metrics of result utility.
LI is defined as:

IL = NumberofDataItemModified × LostRule(LR) (14)

Table 4 summarizes the privacy level metrics and data
utility metrics applied in the existing privacy preserving asso-
ciation rule mining algorithms. As shown in Table 4, HF is the
most commonly used metric to measure privacy, MC and AP
are the most commonly used metrics to evaluate data utility.

C. COMPLEXITY METRICS
The complexity of most PPARM algorithms concerns effi-
ciency and scalability. The efficiency is generallymeasured in
term of time and space required to implement the given algo-
rithm. Space is evaluated according to the amount of memory
required in the process of executing the given algorithm. Time
is generally assessed by the following three aspects: (1) the
CPU time; (2) the computational time; (3) the communication
time.

In [19], Oliveira et al. tested the relationship between the
CPU time and the database size, while keeping the sensitive
patterns constant. In addition, they measured the relationship
between the CPU time and the number of the sensitive pat-
terns, while keeping the number of the transactions fixed.
In their test, they fixed the disclosure threshold and support
threshold.

In many cryptography-based PPARM outsourcing
approaches, the authors tested the performance of the algo-
rithms in term of the computation time, such as encryption
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TABLE 4. The privacy level metrics and data utility metrics applied in the existing privacy preserving association rule mining algorithms.

time [48]–[55], decryption time [53], mining time [48], [53]
and storage cost [56]. It is well known that an algorithm
with polynomial complexity exceeds another one having
linear complexity or exponential complexity. SMC is often
used to address the problem of association rule mining
over distributed data, therefore, in this type of algorithms,
the authors often analyze the computation complexity based
on the protocol utilized in the algorithms. Xie and Zhu [70]
analyzed the computation complexity based on the time
of executing DOT and Lagrange’s interpolation. Tassa [69]
analyzed the computation cost based on the encryption time
and decryption in steps of the protocol.

In the PPARM algorithms over distributed data, communi-
cation time [58], [59], [61], [62], [69], [70] is often measured
based on either on the time, or the number of exchanged
messages, and the bandwidth consumption.

VII. CONCLUSION
In the last decades, as a new and rapidly emerging research
area, PPARM has been widely researched in a myriad of
fields. There are a variety of approaches which have been
employed for PPARM.

In this survey, the existing PPARM algorithms are divided
according to four dimensions and a multidimensional topo-
logical structure of PPARM are presented. An inclusive
overview of the existing PPARM algorithms is provided
according to the content that needed to be protected from dis-
closure. The obvious advantages and notable disadvantage of
the existing algorithms are analyzed and emphasized. At last,
we present various metrics to measure PPARM algorithms.
The presented survey indicates the ever increasing interest of
researchers in the area of protecting sensitive data and mined
patterns from malicious users.

VIII. SOME DIRECTIONS AND CHALLENGES IN THE
FUTURE
The evolution of PPARM is spurred by a variety of pri-
vacy requirements in numerous application domains. Differ-
ent applications have different requirements for privacy and
data utility. This discrepancy leads to a great many PPARM
algorithms and techniques. However, none of the existing

PPARM algorithms can surpass all the other algorithms
with regard to all the metrics, such as privacy, data util-
ity and complexity. It is often a reasonable choice to con-
sider a trade-off among many aspects, such as the desired
privacy level, the data utility, the computation complex-
ity and even the practical feasibility and scalability of the
schemes. Apart from some classical requirements, there are
still some challenges from other aspects in designing the
PPARM algorithms.

(1)In most of the existing ARM algorithms, interestingness
of the association rules was measured by the support and con-
fidence. Depending on the feature of specific applications,
different metrics can be utilized to measure the interesting-
ness of association rules.

(2)Each user has different concern and requirements over
privacy. Therefore, it is required to design the schemes
that can achieve personalized privacy. Personalized privacy
enables the users to have a level of control over the speci-
ficity of their data; however, it is a challenging problem to
implement personalized privacy.

(3)Many existing metrics are specific to some appli-
cations, therefore, this leads to a difficult comparison
among the advantages and disadvantages of the existing
PPARM schemes. Therefore, more universal applicable
metrics, such as the information entropy-based meth-
ods, are required for an effective comparison of different
PPARM schemes.

(4)Traditional PPARM algorithms are developed to dis-
cover useful and meaning association rules in structured data.
However, heterogeneity is the inherent factor of distributed
data. Therefore, it is a challenging problem for PPARM to
uncover the qualified association rule hidden in unstructured
and/or semi-structured data.

(5)So far, traditional DM schemes are aimed at static data.
Data mining should be an online and continuous process.
So data mining over data streams is a new challenging prob-
lem for data mining researcher.

(6)Few researches have touched on the problem of dis-
covering graphs and structured patterns from large data.
Therefore it is a challenging problem to discover graph and
structured patterns in the future.
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(7)Homomorphic encryption and the oblivious transfer
protocol are two widely used techniques for preserving pri-
vacy. These two techniques can achieve full privacy without
incurring in a loss of utility. However, these techniques are
often not efficient for real-time applications. So it is required
to develop a more efficient secure protocol with better utility.
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