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ABSTRACT Privacy in the Internet of Things is a fundamental challenge for the Ubiquitous healthcare
systems that depend on the data aggregated and collaborative deep learning among different parties. This
paper proposes the MSCryptoNet, a novel framework that enables the scalable execution and the conversion
of the state-of-the-art learned neural network to theMSCryptoNet models in the privacy-preservation setting.
We also design a method for approximation of the activation function basically used in the convolutional
neural network (i.e., Sigmoid and Rectified linear unit) with low degree polynomials, which is vital for
computations in the homomorphic encryption schemes. Our model seems to target the following scenarios:
1) the practical way to enforce the evaluation of classifier whose inputs are encrypted with possibly different
encryption schemes or even different keys while securing all operations including intermediate results and
2) the minimization of the communication and computational cost of the data providers. The MSCryptoNet
is based on the multi-scheme fully homomorphic encryption. We also prove that the MSCryptoNet as a
privacy-preserving deep learning scheme over the aggregated encrypted data is secured.

INDEX TERMS Internet of Things, privacy-preserving, fully homomorphic encryption.

I. INTRODUCTION
With the emergence of internet of things (IoT), deep neu-
ral network is gradually subsumed by the more challenging
goal of training models in the private domain [1], [2]. More
specifically, the concept of data privacy is a broad field
concerned with accountability, secrecy, fairness, correctness
and availability regarding user data [3]. These characteristics
are all applied to deep neural network (DNN) to various
extent depending on the application domain. There is no
compromise or tradeoff with these data processing require-
ments. Since they are mandatory EU General Data Protection
Regulation [4] and Health Insurance Portability and Account-
ability Act of 1996 [5] HIPAA, and also adds constraints
that principally cannot be trivialized. Potential privacy and
accuracy losses arises during computations [6] or training of
the deep learning model.

There are two major existing settings to protect data pri-
vacy or its aftermath: Perturbation-based and cryptography-
based method. Perturbation-based [6]–[8] approach modifies
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data with noise to provide protection: summary of statis-
tics remains approximately the same to aid avoidance of
inferring information about any specific record. However,
the alteration requires careful calibration to put model usabil-
ity and privacy at equilibrium. Nonetheless, privacy of the
attributes are confronted with security threats since they
still remain in the plaintext. Arguably, cryptography-based
approach which is based on fully homomorphic encryption
(FHE) [9] has recently been touted as a promising solu-
tion. It enables encrypted data with the public keys to be
uploaded to the cloud service provider for secure multi-
party computations (SMC) to generate encrypted intermedi-
ate results. At this point, the data services provider cannot
access any user record since it does not have the secrete
keys but rather it only serve as a computational platform.
This powerful recent advances in cloud server has made
it a preferred choice for the integration of deep learning
[10]–[12] which is capable of building a convolutional neu-
ral network (CNN) models on FHE to process inference
queries.

Obviously, DNN model generalization performance is
highly stimulated by the quality and volume of datasets used
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in the training process [13]. Collaborative DNN learning has
been the preferred option in improving the model with the
incorporation of more datasets which cannot be provided by
a sole local datasets.

A. CHALLENGES
For example, several medical institutions deploy internet of
things (IoT) devices in a Ubiquitous Healthcare (U-Health)
System to collect health data through wearables or mobile
devices to produce new diagnostic models with the ability to
find the correlation between symptoms and diagnosis from
these encrypted patient records. A frequent concern in such
markets are confronted with three major problems:
Q1 The application of multi-key fully homomorphic

encryption (MK-FHE) [15]–[17] in [18] have the some-
what undesirable property of being ‘‘single-hop for
key’’. All relevant keys must be known at the beginning
of the homomorphic computations and the output cannot
be usefully combined with ciphertexts encrypted under
other keys(unless an expensive bootstrapping step is
performed) therefore increasing the cost of computing,
thus making it very undesirable for large scale neural
network.

Q2 Another interesting open challenge in [18] is whether
every FHE scheme can be made multikey in MK-FHE
during data aggregation for the collaborative deep
learning.

Q3 The accuracy, privacy and stability of the training
model are drastically affected since the activation
functions are not cryptographically computable and
it requires polynomial approximation of activation
function.

In this paper, we propose a novel framework dubbedMulti-
Scheme Crypto Deep Neural Network (MSCryptoNet). This
is to resolve the three outlined challenges in the existing
approaches [18]. The intrinsic strategy is to demonstrate
that even if the aggregated ciphertexts for the training of
the collaborative DNN model are encrypted with different
encryption schemes or even with different keys, the existence
of algorithm Evaluate enable us to produce the ciphertext ψ
of the desired result of classifier C. This system offers secu-
rity guarantee in the Honest-but-curious by the underlying
cryptosystem, i.e. adversaries only have negligible chance to
disclose the confidential data since the records are encrypted
globally. It provides more practicable and efficiency than
the application of MK-FHE in [18]. MSCryptoNet, solves
the Q1. Note that it will be practically impossible to convert
all FHE keys of schemes to multi-key during data aggrega-
tion for the training of DNN model. We design methods for
approximation of the cryptographically incompatible action
functions which is commonly used in CNN (i.e ReLU (Rec-
tified Linear Unit) Sigmoid) with low degree polynomials
which is essential for efficient FHE schemes. This is to
resolve the issues in Q2 and Q3.

By carefully exploring the unique characteristics of deep
neural networks and examining the existing cryptographic

methods, we present a collaborative privacy-preserving pro-
tocol for securing multiple datasets from different entities.
Our main contributions are summarized in three-fold:

• We propose MSCryptoNet, a novel collaborative
privacy-preserving, computationally efficient, Multi-
Scheme Fully homomorphic encryption-based architec-
ture which is capable of resolving the major challenges
in [18] and other similar existing challenges.

• We apply a theoretical foundation to find the lowest
degree polynomial approximation of a function within
a certain error range in the decomposed CNN.

• MSCryptoNet will be subjected to security analysis to
guarantee the privacy-preservation of the scheme

B. ORGANIZATION OF THE PAPER
The paper is organized as follows. Section II provides
a literature review over privacy-preserving deep learning.
Section III presents some notations and definitions on
cryptographic primitives and deep learning. In Section IV,
we present the system architecture, the problem statement and
the adversary model. In Section V, we provide the privacy-
preserving scheme and security analysis. Then, we present
performance evaluation in Section VI. Finally, the con-
clusions and directions for future work are presented in
Section VII.

II. RELATED WORKS
In cloud computing, Deep learning has progressively demon-
strated its success in domains such as speech recognition [29]
fraud detection, medical data analysis [30], image recognition
[29], [31] and signal processing [32], [33]. Deep learning
is capable of transforming a high dimensional data into a
more abstract expression. It means that, deep learning uses
hierarchical layers of latent features to reconstruct high mul-
tidimensional predictors in input-output models from low-
dimensional data. Through these transformation, complex
computational functions can be learned. Zhang [34] and
Hinton and Salakhutdinov [35] demonstrated the excellent
learnability of the multiple hidden layers of the deep neural
network. The generalization performance of deep learning is
highly dependent on the quality and volume of data used in
the training process. The feature extraction by learning are
more intrinsic characterization of the data to accelerates and
improve classification or visualization of the data. They also
demonstrated that optimizing the weights in the nonlinear
auto-encoders is extremely difficult and can be overcome by
the layer-by-layer ‘pre-training’ process. Basically, the deep
neural network framework are constructed as a multi-layer
neural networks. There are diverse state-of-the-art neural
architectures and training algorithms that has been used in
training the plethora of dataset generated from medical inter-
net of things devices. Some of such frameworks are feed-
forward neural network, backpropagation, recurrent neural
network, convolutional neural networks etc. However, these
neural network models and their training datasets are exposed
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to privacy concerns. It is therefore important to consider the
privacy of these two distinguished area of study in our work.

A. PRIVACY-PRESERVING DEEP LEARNING
With the advancement in cloud computing, there has been
numerous existing works considering the problems con-
fronting the security of the cloud architecture [36], [37],
cloud storage [38]–[40], data mining [30], [41], authenti-
cation of protocols [53], security robustness [54], flexible
access control of sharing files [55]and privacy-preserving
model [7], [42] of the deep learning model and the training
dataset in the cloud. Existing works on privacy-preserving
cryptographic schemes in the cloud are basically based on
secure multi-party computations. The cryptographic algo-
rithms are based on two different domains i.e. (a) training
on the cloud server (b) training without the help of the
cloud server. For example, Chen and Zhong [43] proposes
a two party distributed privacy-preserving algorithm based
on back-propagation called BPNN. Whiles Bansal et al. [44]
presented a similar BPNN over arbitrarily portioned data
between two parties. They used ElGamal scheme to support
the secure two-party computational operations. These algo-
rithm enables the neural network to be trained without any
data providers sensitive information leakage. They applied
fully homomorphic encryption scheme to preserve the pri-
vacy of the data and intermediate results. Their proposed
algorithms conducts the vertically partitioned data, which
means each data provider has a subset of the feature vector.
However, there are lack of solutions for multiple parties,
each with each with an arbitrarily partitioned dataset to con-
duct collaborative deep learning. Yuan and Yu [45] proposes
a practical solution to this problem by utilizing the cloud
computing resources. Generally speaking, the application of
[43]–[45] algorithms to the multi-party scenario might lead to
the expensive communication overhead. Bos et al. [46] pre-
sented a novel privacy-preserving model called CryptoNet,
which allows the data provider to outsource a homomor-
phically encrypted data to ensure that the datasets remains
private. CryptoNet is a feedforwarding pretrained model
applied on encrypted data outsourced to the cloud by data
providers. CryptoNet which used fully homomorphic encryp-
tion scheme [47] to evaluate deep convolutional neural net-
work with two convolutional layers and two fully connected
layers. The continues quest to preserve the privacy of data
lead to the proposal of CryptoNet [10] which allow the deep
neural network on fully homomorphic encrypted data allow-
ing the collaborative parties to receive these services without
exposure of the sensitive data to neither the cloud service
provider and other data providers. CryptoDL is a combination
of the convolutional neural network with leveled homomor-
phic encryption based on Shamir’s secret sharing model.
Li et al. [18] also presented a new and efficient protocols for
privacy-preserving neural network training using the stochas-
tic gradient descent method called SecureML. This algorithm
falls in the two-server model where data providers distribute
their private data among two non-colluding servers. Training

of the various deep neural network models are performed on
the collaborative data using the secured two-party computa-
tions. SecureML also support secure arithmetic computations
on shared decimal numbers. The goal of MSCryptoNet in
this paper differs from that of [10], [50], and [54], as our
protocol and [49] aims at training the deep neural network
model on the encrypted aggregated dataset from multiple
data providers, while CryptoNet is an already trained model.
However, none of the existing privacy-preserving schemes
are able to evaluate deep neural networks whose inputs are
encrypted with possibly different encryption schemes. In this
scenario we consider the cloud service provider as the adver-
sary whiles the learning data providers are seen as honest-but-
curious entities. In our scenario the data providers are organi-
zations that generate huge among of data from their internet
of things devices such as hospitals, insurance companies and
financial institutions whose operations are highly governed
by law. In this paper, we propose solutions to overcome this
security and privacy challenge. We demonstrate procedures
in achieving seemingly impossible problem of these privacy-
preserving deep learning for training over encrypted datasets
with possibly different scheme and /or different public keys
limited to a small value. In MSCryptoNet, the data providers
encrypt dataset before outsourcing it to the cloud server. The
neural network computations are performed by the cloud
service provider whiles data providers are only capable of
obtaining intermediate result from the training model.

III. PRELIMINARIES

TABLE 1. Notations of our protocol.

A. DEEP LEARNING
Backpropagation in DNN is one of the most widely used
learning models based on gradient descent. For simplicity,
the following discussion is on fully connected network. The
main objective is to classify data samples x into multiple
classes. For an n-layer network, wi and bi are the weights
and biases corresponding to the i-th layer. The weighted-sum
Wiai−1 is calculated by the feedforward propagation for the
i−th layer, where ai−1 is the activation function from the
(i−1)-th layer and a0 = x. The softmax function is therefore
adopted by the output layer to map the high-dimensional
vectors into prediction probabilities, i.e y. Immediately the
feedforward propagation generates the y, the cost E is then
calculated which is the distance between the prediction and
the true label t . The weight and the biases are then updated
based on the backpropagation: W (l)

ij = W (l)
ij − η1W

(l)
ij and
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b(l)i = b(l)i −η1b
(l)
i where η is the learning rate. The gradients

1W (l)
ij and 1b(l)i are calculated as follows:

1W (l)
ij = ai−1δi, 1b(l)i = δi (1)

where δi = δi−1Wi+1a1(1 − a1) for sigmoid activation and
δn−1 = y− t for cross-entropy loss.

B. FULLY HOMOMORPHIC ENCRYPTION
Fully homomorphic encryption (FHE) supports meaningful
[19] unlimited addition and multiplication computations over
encrypted data with results of addition and multiplications
of plaintext by the application of the corresponding cipher-
text directly without decryption. To cope with the computa-
tions in DNN, we adopt a well-known Fully homomorphic
encryption system called Multi-Scheme Fully Homomorphic
Encryptions (MS-FHE) [20]. MS-FHE support a given circuit
C (classifier) for the evaluation algorithm EvalF , a public
key pkF and any ciphertext ψi is generated by EncpkF (mi),
it outputs a refreshed ciphertextψ∗ such thatDecskF (ψ∗) = C
(m1, . . .mn). A key concept in our cryptosystem is designed
by the algorithm ciphertext tree. A ciphertext tree is a repre-
sentation of a ciphertext that has been encrypted by multiple
scheme or even different keys. The model parameters in
the deep learning training are typically implemented in the
floating point numbers for high accuracy.

IV. MSCryptoNet ARCHITECTURE
In this paper, we adopt the honest-but-curious model, which
is a standard adversary model serving as the basis for many
state-of-the-art privacy designs [21], [22]. The honest-but-
curious cloud server is curious to derive information from the

encrypted data, but only by taking a deterministic step not
by performing a brute-force attacks. The goal of MSCryp-
toNet is to develop a collaborative privacy-preserving learn-
ing method where multiple parties holding sensitive data
can collaboratively learn a model across all of their datasets
whiles minimizing exposure and leakage of their data. In this
scenario, the Data Service Provider (DSP), who stores the
encrypted records, are considered not trustworthy; also, each
data provider may not trust each other, they consider all other
parties (including the central server) may collude together.

Let Dbi = Un
i−1Dbi i.e (Db1

⋂
Db2 . . . ,

⋂
) that has

records ri = pub(r)||sec(r), which is the concatenation
of public fields pub(r) and secret fields sec(r). Each of
this data entities is horizontally partitioned among n parties,
Pi(i ∈ [1, n]). The data owners independently generates a
pair of public and private keys (pki, ski) ←− KeyGen(1λ)
to encrypt their private fields to generate a ciphertext:
ψi = pub(ri)||Enc(pkisec(ri)). The records in the database
is encrypted using different fully homomorphic encryption
scheme or even different keys.
Given a relevant scenario, consider Alice using ideal lattice

scheme [23] to encrypt r(i) in Db(1) whiles bob is using dif-
ferent scheme from [24] to encrypt r(i) in Db(2). Our solution
(MSCryptoNet) provides an evaluation of a classifier C over
concatenated ciphertext Enc(X) from (ψ1, ψ2, . . . .., ψn).
Enc(X) is an encrypted database constructed from the public
keys and ciphertext tuples 〈pki, ψi〉 from each data owner. The
overview of MSCryptoNet is illustrated in Figure 1.

In MSCryptoNet, the overall collaborative neural network
model is still implemented on the DSP. However, the non-
linear activation function(Rectified Linear Unit - ReLU) is

FIGURE 1. MSCryptoNet architecture.
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approximated with low degree polynomials which is essen-
tial for efficient homomorphic encryption schemes. To this
end, data providers jointly negotiate and setup the target
vector t = {ti}ni=1 and weight matrix W (i)

ij in advance,

where ti = t (i)1 , t
(i)
2 , . . . t

(i)
ni , j =1,2 before training the DNN

model. There is no need for the existence of a trusted
authority.

The proposed MSCryptoNet has two prominent advan-
tages as summarized below. The first advantage of this design
is to simulate the structure of derivation of the ReLU function
a step function therefor achieving the best approximation of
the ReLU function and it will be used for the approximation
of MSCryptoNet. This will also improve the accuracy of
the model, thus addressing problems Q2 and Q3 as intro-
duced in Section I. The second is the drastic improvement
in computational accuracy. Our results demonstrated that,
computations of an activation function in MSCryptoNet is
12 times faster than the sigmoid approximation used in [18]
and 190 faster than the 5-th order approximation. The overall
performance gain is even higher and it enjoys significantly
lower complexity.

V. PRIVACY-PRESERVING LEARNING
In this section, we discuss the proposed collaborative privacy-
preserved learning algorithm. For a coherent presentation,
the following description is based on training on the Data
Service Provider with the provision of encrypted datasets by
the Data Providers. These process is repeated by all parties.

Algorithm 1 Overall Scheme of MSCryptoNet
Input: {Db1,Db2, . . .Dbn}, with data record

ri = pub(ri)||sec(ri) φ = {W 1,W 2, b1, b2};
iterationmax learning rate η

Output: φ = {W 1,W 2, b1, b2}

1 Data Provider Pi (i ∈ [1, k]) does:;
2 Initialize the Models parameters randomly;
3 Sample a key tuple:(pki, ski, eki)← KeyGen(1k ) ;
4 Encrypt private data objects: Dbi W

(j)
i

ψi← pub(ri)||Enc(pki, sec(ri)) di← Enc(pki,W
(j)
i ),

g← Enc(pki, ti);
5 Crowdsource the private data to Data Service Provider:
(pki, eki, ψ1, di, gi);

6 Data Service Provider: Enc(X ) , {〈pki, ψi〉} an
encrypted database which is the concatenation of public
keys and ciphertext tuples. Execute Algorithm 2 and 3
over the ciphertext domain;

7 Update the encrypted parameters: φ =
{W 1,W 2, b1, b2};;

8 Send the learning results γ ∗ to the Data providers:;
9 The Data providers Pi,P2, . . .Pk do:;
10 The Data providers Pi,P2, . . .Pk jointly run a secure

multiparty protocols to calculate ;
11 Evaluate (C), {〈pki, ψi〉}

Algorithm 2 Privacy-Preserved Forward Propagation
Input: {Db1,Db2, . . .Dbn} = Enc(X ), with data record

ri = pub(ri)||Enc(pkisec(ri) φ =
{W 1,W 2, b1, b2};

Output: z2, z3; a2, a3

1 for i = 1,2,. . . imax do
2 for i = 1,2,. . . (n− 1) do
3 Compute;
4 z(2)j1j2...jn = W (1)

α · X + b
(1)
j1j2...jn

;

5 a(2)j1j2...jn = f (z(2)j1j2...jn );

6 z(3)i1i2...in = W (2)
β · a

(2)
+ b(2)i1i2...in ;

7 h(i1i2...in)W ,b(X ) = a(3)i1i2...in = f (z(3)i1i2...in );

8 call Algorithm 3 for backpropagation

In this process, given a public key pair (pki, ski), a vector
of ciphertext from Dbi with records ri = pub(ri)||sec(ri) is
denoted as ψi encrypted by public key pki. Initially, the client
publish their individual encrypted records to the DSP. DSP
then aggregate all the Db1 with encrypted records ri =
pub(ri)||Enc(pkisec(ri) into a concatenated database Enc(X ).
The DSP needs to perform an α-input collaborative deep
learning algorithm over the concatenated database domain :
{Encpki (X )},Encpki (W

(k)
i ),Ti}, where k = 1, 2,: α = 6n

s=1Is
The proposed scheme consist of privacy-preserved feedfor-

ward propagation Algorithm 2) and backpropagation (Algo-
rithm 3) with the details below.

A. PRIVACY-PRESERVED FORWARD PROPAGATION
The feedforward propagation is summarized in Algorithm 2.
All the parties first encrypt the data with pki and sends it to the
Data Service Provider(DSP). The weighted sum is homomor-
phically computed by the DSP. ‖z̃i‖s = (w̃i

⊗
‖ai−1‖s)

⊕
b̃i.

In each layer i, the server then accumulate ai−1 and zi over
several iterations to solve the linear equation zi = wiai + bi
for wi and bi.
In an iteration, a number of n linear equations can be

established (where n is the number of neuron in the layer).
A number of n linear equations can be established (where n is
the number of neuron in the layer). There are n2+n unknowns
including n2 weighted connections and n biases. In the next
iteration, an additional n equations are established while there
is only one more unknown, i.e. the learning rate η.

B. PRIVACY-PRESERVED BACKPROPAGATION
As illustrated in Algorithm 3, DSP performs the privacy-
preserving backpropagation algorithm over the concate-
nated ciphertext for updating the parameters. According to
algorithm 1, DSP is required to complete the following
computations.

The DSP is required to compute the values of z2, z3, a2

and a3 over the ciphertext from the last layer i = n − 1
to compute the error δi. The secure computations of the

29348 VOLUME 7, 2019



O.-A. Kwabena et al.: MSCryptoNet: Multi-Scheme Privacy-Preserving Deep Learning in Cloud Computing

Algorithm 3 Privacy-Preserved Backpropagation
Input : (X ), with data record

ri = pub(ri)||Enc(pkisec(ri) φ =
{W 1,W 2, b1, b2};z2, z3; a2, a3;η

Output: φ = {W 1,W 2, b1, b2}

1 for i = 1,2,. . . imax do
2 for example = 1,2, . . . ,N do
3 for in = 1, 2, . . . , I1 × . . . , IN do
4 Calculate;
5 σ

(3)
i =

(a(3)i · (1− a
(3)
i )) ·

∑I1×I2×···×IN
j=1 gij(a

(3)
j − yj)

σ
(2)
j1j2...jn

=

(
I1∑

i1=1
· · ·

In∑
in
w(2)
λj1j2...jn

· σ
(3)
i1i2...in

)f ′(z(2)j1j2...jn );

in = 1, 2, . . . , IN
1b(2)i1i2...in = 1b

(2)
i1i2...in

+ σ
(3)
i1i2...in

1w(2)
i1i2...inj1j2...jn

=

1w(2)
i1i2...inj1j2...jn

+ a(2)j1j2...jn · σ
(3)
i1i2...in

b(1)j1j2...jn = 1b
(1)
j1j2...jn

+ σ
(2)
j1j2...jn

1w(1)
j1j2...jni1i2...in

=

1w(1)
j1j2...jni1i2...in

+ xi1i2...in · σ
(2)
j1j2...jn

6 W = W − η · ( 1N1w);
7 b = b− η · ( 1N1b);

TABLE 2. Operations used in back-propagation.

values z2 and z3 requires addition operations and multiplica-
tion operations which the DSP can complete this task with
aid of [20] MS-FHE scheme. The DSP afterwards applied
Algorithm 4 to calculate the values of a2 and a3 which are
the results of the activation function of z2 and z3.

C. SECURE COMPUTATION OF ACTIVATION FUNCTION
Simulating the activation functions with polynomials are
the commonly applied methods of approximating these
functions. Due to the impact on the error calculation and
updating the weights of the neural network, our approach
considers the simulation of the structure of derivative of the
ReLU function instead of simulating the Activation func-
tion (i.e. ReLU function). The derivative of ReLU is like
a step function and is non-differentiable at point 0. It is
important to use a function that is continuous and infinitely
derivative, since it can approximate more accurately that
a non-continuous or non-infinitely differentiable function.

FIGURE 2. ReLU function.

FIGURE 3. Approximation of the ReLU function with our method.

Algorithm 4 Secure Computation of Activation Function

Input : Ciphertext [X ],[a2],[a3], where a0, a1 and a2 are
constants
Output : [y]

1. Compute c0 with Enc(pki), i.e., c0 = [a0]
2. Compute c1 with secure multiplication MultiFN , i.e

c1 = [a1] ×(FN )[x];
3. Compute c3 with secure multiplication MultiFN , i.e

c3 = [a3] ×(FN )[x] ×(FN )[x]×(FN )[x];
4. Compute [y] with secure addition

AddFN , i.e[y] = c0 +FN c1 +FN c3
5. return [y]

Since Sigmoid function is bounded, continuous and infinitely
differentiable function which has a structure like the deriva-
tive of the ReLU function in the large interval, we therefore
approximate the sigmoid function with the polynomial whiles
calculating the integral of the polynomial and applied it as the
activation function.

D. SECURITY ANALYSIS
Our system performs security analysis of MSCryptoNet
against the well-known equation solving attack in the honest-
but-curious [21], [26] model. Neural networks have lately
been subjected numerous attacks such as adversarial [13],
[28] and membership attacks [7] targeting their vulnerabili-
ties. In this settings all data providers are assumed to be semi-
honest. We therefore describe the definition of the semantic
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security, i.e. security against polynomially indistinguishable
chosen-plaintext attack (IND-CPA security).
Definition 1.1 [Semantic Security (SS), IND-CPA]: A

public-key encryption scheme ε = (KeyGen, Enc, Dec) is
semantically secure, if for any stateful PPT adversary A =
(A1,A2), its advantage AdvSSε.A(K ) := |Pr[ExpSSε.A(K ) = 1] −
1
2 ] is negligible, where the experiment ExpSSε.A(K ) is defined
as follows:

ExpSSε.A(K )
b← 0, 1
(pk, sk)← keyGen(1k )
(m0,m1)← A1(pk)
c← Encpk (mb)
b′← A2(c)
if b′ = b. return 1:
else, return 0

Padding messages can be applied in case the plaintext have
different length since having the same length for the plaintext
is part of the requirements.

1) DATA PRIVACY
To protect the privacy and security of the Data Providers
(DPs), we apply the MS-FHE to concatenate all the datasets
Enc(X ) from DPs to support the secure multi-party compu-
tation(SMC). We therefore draw the following conclusions
based on the definition of semantic security (SS)
Lemma 4.1 [Multi-Scheme FHE Semantic Security (SS)]:

If the encryption scheme is semantically secure, then the
multi-scheme fully homomorphic encryption is semantically
secure.

Proof: Let us assume the public key encryption scheme
ε = {KeyGen,Enc,Dec} is semantically secure. Based on
this scheme ε, the challenger constructs a evaluate algorithm
Eval, such that the new public key encryption scheme ε′ =
{KeyGen,Enc,Dec,Eval} keeps homomorphic of addition
and multiplication operations. If the evaluation key ek is
public, then the adversary can compute Eval directly accord-
ing to the public key pk , the ciphertext ψ and the evalua-
tion key ek . Therefore, the MS-FHE scheme is semantically
secure.
Let Recall in This Domain: DPs do not communicate with

each other until the decryption phase. Each DPs Pi (i ∈
[1, k]) apply their own schemes or generate their own keys
(pki, ski and encrypts its input Dbi with data record ri =
pub(ri)||sec(ri) under the public key pki of MS-FHE.Based
on the Definition of 4.1 MSCryptoNet is guaranteed to be
secured against corrupt DPs since in a honest-but-curious
settings, data provider P might collude with the same data
provider and want to reveal a sample vector Db outsourced
by DPs. The privacy of the DPs is therefore confidential and
assured.

Since the MS-FHE is semantically secured, DSP should
be probabilistic polynomially bounded whiles sending the
ciphertext to CP for computation. The computational power
of DSP does not have to be bounded, sine it only receives and

concatenate the ciphertext from all the DP. At this level, DSP
andDPs cannot obtain the learning results. Therefore, privacy
of the learning results in confidential. The following lemma
is obtained.
Lemma 4.2. There are no collusion, Algorithm 2, 3 and 4 is

privacy preserving for the a2, a3, z2, z3 and w1,w2.

2) PRIVACY OF MODEL
The honest-but-curious CP can privately train a collaborative
deep learning model. There is no information leakage, since
the addition and multiplication operations are both semanti-
cally secured. Weights w1,w2 in the forward and backpropa-
gation during the training process by the CP can compute the
Addition and Multiplication operations, therefore guarantee-
ing the privacy of the training process.

VI. PERFORMANCE EVALUATION
This section demonstrates the application of MSCryptoNet to
predict diabetes progression in patients.

A. PRIVACY-PRESERVING PREDICTION OF
DIABETES PROGRESSION
Prediction of diabetes progression in patients has gradually
been applied in the medical diagnosis and has also gain
prominence in research. Outsourcing the computations of this
technique to the Data Service Providers is gradually gaining
widespread privacy concerns. Assuming sensitive medical
data from multiple hospitals as sample set, which collects
n × m datasets, where n = 50 DPs Pi (i ∈ [1, k]) in
various records. This medical records includes variables such
as (ages, gender, body mass index, average blood pressure
and six blood serummeasurements). Our main task is to learn
the target function from this securely sampled records. The
target variable is a quantitative measurement of the disease
progression. Suppose we choose a network with a (α−β−γ )
configuration, i.e. one input layer with ρ nodes, one hidden
layer with β and an output layer with γ nodes. This system
include three stages, which include input layer, learned hid-
den representations and output layer. Below are the details
described:

B. INPUT STAGE
Prior to crowdsourcing the medical data to the DSP for
collaborative deep learning, Pi(i ∈ [1, k]) should encrypted
their datasets with their choice of encryption scheme whiles
preprocessing the data for feature extraction. The deep learn-
ing network is executed with variables as input. This feature
as input can reduce the number of input and weights, and
cut down the computation and also keep the classification
accurately.

C. HIDDEN REPRESENTATIONS
The DSP has obtained the encrypted datasets with different
schemes or even different public keys, after the concatenation
of all the datasets toX CP runs Algorithm 2 and 3 to securely
train the neural network model.
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D. OUTPUT STAGE
Let assume the deep learning network has two input each
other representing the status of the patient. These outputs
can be viewed as a two-dimension vector and we apply
two real numbers to represent the possibilities of the sta-
tus of the patient. The type of component value, states the
target value of the deep learning prediction. For example,
(0, 1) if the target vector is 1 then this indicate that the
patient has diabetes. The results are also encrypted since
the all computations are performed in the encrypted set-
tings. The DSP then sends the encrypted results with pki
where {i ∈ n}.

1) SIMULATION RESULTS
This section present results of implementing an adopted ver-
sion of convolutional neural network, replacing the Rectified
Linear Unit with our approximated polynomial over the col-
laborative encrypted data. We train our model and measure
the accuracy of the model for classification over encrypted
data. We used pyseal [52] for the implementation and all
other computations were carried on a computer with NVIDIA
GeForce GTX 780M 4096 MB@ 3.4 GHz, Intel Core i5 and
16 GB 1600 MHz DDR3 RAM with Ubuntu 16.04 operating
system. The encrypted inputs are given to the trained network
and the accuracy of the output is measured. The running time
for the encryption and sending data from data providers to
the cloud server is measured. On the other hand, the running
time for the classification of the encrypted batch of data is
measured as well as the amount of data transferred in the
process. In our simulation, the encrypted data along with
the public keys and the encryption parameters are sent to
the cloud server, where the cloud service provider runs the
deep neural network model over the encrypted data. In our
simulation, we classify a batch of the aggregated ciphertext
with size 8192 with same size as applied in [12] and pro-
vide the running time for the classification. In Table 3 we
demonstrate the time it takes to apply MSCryptoNet using
the deep neural network model. Furthermore we provide the
time required for encryption, transfer and decryption time as
depicted in Table 3. It is obvious that MSCryptoNet is much
faster.

TABLE 3. Data transfer running time.

2) COMPARISON EVALUATION
In this section, we show the comparison of MSCryptoNet
with the existing state-of-the-art privacy-preserving deep
neural networks in terms of computational cost and communi-
cation overhead. These approaches are based on secure multi-
party computations and fully homomorphic encryption.

In order to demonstrate the fair performance com-
parisons, we simulate [12], [10], and [54] which are
the four closest schemes to our MSCryptoNet scheme
based on Pyseal. Pyseal [52] is python wrapper for the
Microsoft Research’s homomorphic encryption implemen-
tation, the Simple Encrypted Arithmetic Library (SEAL)
homomorphic encryption library. The implementation and all
the privacy-preserving deep learning computations were run
on a computer with NVIDIA GeForce GTX 780M 4096 MB
@ 3.4 GHz, Intel Core i5 and 16 GB 1600 MHz DDR3 RAM
with Ubuntu 16.04 operating system. CryptoNets [12] as a
pre-trained model trained on an unencrypted dataset uses
fully homomorphic encryption to implement convolutional
neural network with two convolutional layers and fully con-
nected layers. Dowlin et al. [12] applied the sigmoid acti-
vation function whiles replacing the max pooling with the
scaled mean-pool square function. Table 3 therefore demon-
strate that MSCryptoNet outperforms CryptoNet in every
aspect of our comparison. Furthermore, [48] identified the
ineffectiveness of existing primitives since they become
ineffective for deeper neural networks therefore creating
the open privacy-preserving challenges in this frameworks.
Chabanne et al. [48] addresses these problems with the com-
bination of the original ideas proposed by Dowlin et al. and
Ioffe and Szegedy [51], using Taylor’s series for the approx-
imation of the ReLU activation function and the batch nor-
malization layers to improve the performance of the model.
This algorithm was evaluated on a non-secure datasets and
none of their experiments were conducted over the encrypted
datasets, therefore making it impossible to compare the mea-
surement of the performance of their model over encrypted
data. In this instance MSCryptoNet provide better accuracy.

Recently proposed schemes based on secure multiparty
computations algorithm are [10] and [48]. Mohassel et al
presented SecureML which enables data providers distribute
the private data among the two non-colluding servers in a dis-
tributed setting therefore falling under the two-server model
where diverse neural network models are evaluated on the
collaborative data using secure two-party computation. The
authors use Yao’s Garbled Circuit to securely perform deep
learning. Two of the most important advantages of this setting
are that, (a) data owners can distribute their data inputs among
the two non-colluding servers in the setup phase without
engaging in any future computations. (b) It also benefit from
a combination of efficient methods for Boolean computations
such as the garbled circuits and oblivious Transfer extension
and arithmetic computations. They perform experiments on
Arcene and MNIST datasets and report the results. As pre-
sented in Table 3 and Fig 4, MSCryptoNet significantly
outperforms [48] and [10] in all aspects. It is important to
note that, [10] decided to keep the computational cost and
the communication cost of the data providers at a minimal
level. The proposed algorithm classifies one instance at each
prediction round. MSCryptoNet on the other hand is capable
of classifying a bath of instances in each round with size
8192MB or larger.
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FIGURE 4. Comparison of accuracy, communication costs and
computation overheads.

TABLE 4. Deep neural network over encrypted data.

TABLE 5. Comparison with the state-of-the-art framework.

To provide a fair comparison, we implemented the deep
neural network with 2 hidden layers with 128 neurons in
each of the layers without any convolutional layers using
MSCryptoNet. In a 100 instances they reported 16 seconds
as their running time whiles MSCryptoNet reported 10 sec-
onds. By increasing the input batch size, the running time
increases sub-linearly in [10] and [48] whereas in MSCryp-
toNet, the running time remains the same even when the
input batch size becomes larger. Furthermore, MSCryptoNet
does not require any communication between data providers
and the cloud server for the provision of privacy-preserving
predictions.

Generally, existing secure multi-party deep learning
privacy-preserving solutions have one of the biggest
communication overheads since such schemes requires an
interaction between the data providers and cloud server
for the secure computations. Reference [12] has a huge
communication cost of 595.55MB for a relatively small
convolutional neural network where as MSCryptoNet is
only 257.4MB for the same work. Note that since the
data providers participate in the training of the model and
the computations, information about the deep neural net-
work model may possibly be compromised. For example,
the data providers can learn information such as the struc-
ture of the layers, activation functions and the number of
the layers therefore demonstrating the potential for security
breaches.

VII. CONCLUSION AND FUTURE WORK
We have proposed a collaborative privacy-preserved deep
neural network architecture dubbed MSCryptoNet based on
a fully homomorphic cryptosystem. This novel design has
ensured the neural network are free from loss of accuracy and
efficiency whiles training on different dataset encrypted with
different schemes or even different keys. The complexities and
security of our scheme is analyzed, and has demonstrated
better performance as compared to other state-of-the-art
solutions.
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