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ABSTRACT With the rapid growth of multimodal data, the cross-modal search has widely attracted research
interests. Due to its efficiency on storage and computing, hashing-based methods are broadly used for large
scale cross-modal retrieval. Most existing hashing methods are designed based on binary supervision, which
transforms complex relationships of multi-label data into simple similar or dissimilar. However, fewmethods
have explored the rich semantic information implicit in multi-label data to improve the accuracy of searching
results. In this paper, the multi-level semantic supervision generating approach is proposed by exploring the
label relevance. And a deep hashing framework is designed for multi-label image-text cross retrieval tasks.
It can simultaneously capture the binary similarity and the complex multi-level semantic structure of data in
different forms.Moreover, the effects of three different convolutional neural networks, CNN-F, VGG-16, and
ResNet-50, on the retrieval results are compared. The experimental results on an open source cross-modal
dataset show that our approach outperforms several state-of-the-art hashing methods, and the retrieval result
on the CNN-F network is better than VGG-16 and ResNet-50.

INDEX TERMS Cross-modal retrieval, deep learning, hashing method, multi-label learning.

I. INTRODUCTION
With the development of mobile Internet, multimodal data
such as texts, images and videos are rapidly increasing,
which results in the fast growth of cross-modal retrieval.
Cross-modal retrieval, also called cross-media retrieval, mod-
els the relationship among different modalities. It aims at
computing cross-modal similarities and retrieving relevant
instances of different modal types [1], for example, search-
ing images by text queries, searching videos by image
queries, etc. Unlike traditional multimodal retrieval [2],
the key to cross-modal search lies in that mapping the data
of different modalities to a public feature space. Traditional
cross-modal retrieval usually uses handcrafted features that
rely on domain knowledge, and ‘‘semantic gap’’ is still a
thorny problem in this field. In recent years, a great number
of studies have been made in the representation of multi-
media information and many breakthroughs have been made
on applying deep learning to cross-modal retrieval [3]–[6].
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Among them, the combination of deep learning and hashing
methods used in large-scale similarity search is currently a
popular research direction.

The hashing method was first applied to the Approximate
Nearest Neighbor(ANN) problem to speed up hierarchical
tree-decomposition based methods [7]. The basic idea is to
hash points in the database so that close points are more pos-
sibly collided than those far apart. The cross-modal hashing
method maps the original high-dimensional data of different
modalities into a set of binary codes in a unified form, while
keeping the similarity of the data in the original space. The
compact binary codes are not only efficient for large-scale
data storage, but also saves a lot of computing resources.
Existing cross-modal hashing methods can be divided into
2 categories, shallow hashing and deep hashing. Represen-
tative works of shallow hashing are done by Ding et al. [8],
Zhang and Li [9], Lin et al. [10], Wang et al. [11], etc.
A common point of these methods is that they all use shallow
architectures for multimodal embedding. That is not effi-
cient in capturing features of data in different types. Thus
shallow hashing cannot achieve satisfactory retrieval results.
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To solve this problem, several deep learning based
approaches are proposed to depict the hidden complicated
correlation of different data modalities, which are called deep
hashing. Representative works are done by Jiang and Li [12],
Cao et al. [13], Shen et al. [14], Yang et al. [15],
Zhang et al. [16], etc. The powerful feature learning and
representing ability of deep learning significantly improves
search quality. Moreover, the structure of neural networks
enables seamlessly integrating feature learning and hash code
learning parts into a unified end-to-end framework.

However, most of these deep hashingmethods are designed
based on binary supervision. They can only deal with issues
related to single label data, and the constraint information
is simple similar or dissimilar relationships. For the data
with multiple labels, the complex multi-level semantic struc-
ture has not been well explored yet. For example, two data
points with more common labels should be regarded as an
instance with higher similarity than those with less com-
mon labels. To solve this problem, here we propose a deep
multi-level semantic hashing(DMSH) method for learning
hash functions that preserve multi-level semantic similarity
betweenmulti-label data. Themain contributions are outlined
as follows:

• A semantic similarity matrix based on label co-
occurrence is proposed to preserve the rich semantic
information embedded in multi-label data.

• We proposed a deep hashing framework that not only
take binary supervision but also multi-level supervision
into account to guide the hashing code learning.

• Experimental results show that our method can not only
learn the compact hash code of both image and text
modalities but also preserves more semantic information
than binary supervision based methods.

II. RELATED WORK
Of late, there has been increasing interest in deep learn-
ing based cross-modal hashing(CMH). It develops rapidly
based on single-modal deep hashing methods. For image-
text cross retrieval, many deep hashing image retrieval
achievements are adopted to improve the cross retrieval
results. Xia et al. [17] trained hash codes of images from the
supervised information based on a two-stage method. A simi-
larity matrix is decomposed to generate the initial codes, then
the image representation and hash functions are learned by
CNN based on the approximate hash codes. Zhu et al. [18]
proposed a supervised deep hashing network(DHN) to simul-
taneously handle the image feature learning and hash code
learning step to avoid quantization errors. It uses 3 fully
connected layers to generate hash codes and combines a pair-
wise cross-entropy loss and a quantization loss to ensure the
high quality of learned codes. Lai et al. [19] designed a novel
deep neural network with divide-and-encode module to map
images to binary codes. It uses a triplet ranking loss to capture
the semantic similarity in hamming space. Zhao et al. [20]
proposed a deep semantic ranking based hashing(DSRH)

framework which uses the list-wise ranking supervision to
preserve multi-level semantic similarity between multi-label
images. In addition, there are many other studies focusing
on network structure design, quantization methods and opti-
mization strategies of deep hashing single-modal retrieval
algorithms [13], [21]–[23].

For the cross-modal tasks, known techniques in this field
can be divided into supervised methods and unsupervised
methods. Supervised deep hashing methods take the seman-
tic information of class labels into consideration to explore
the cross-modal correlation. Deep cross modal hashing
(DCMH) [12] launched a pioneering end-to-end framework
which can perform simultaneous feature learning and hash
code learning. It uses two deep neural networks for feature
extraction of each modality. The learning process is guided
by the constraint that semantically similar points are closer
than those dissimilar in hamming space. However, it only
measures the inter-modal similarity and ignores the intra-
modal correlation, which reduces the retrieval accuracy. As an
improvement, Pairwise Relationship Guided Deep Hash-
ing(PRDH) [15] utilized both inter-modal and intra-modal
similarities to effectively discover the heterogeneous correla-
tions across different modalities. These two methods perform
well on datasets with discrete tags as the text modality. The
searching accuracy declined when it comes to continuous
sentences. Deep Visual-Semantic Hashing(DVSH) [13] and
Textual-Visual Deep Binaries (TVDB) [14] are developed to
solve image-sentence cross retrieval problems, which capture
the spatial dependency of images and temporal dynamics of
text sentences for feature learning and cross-modal embed-
ding. More remarkable research on supervised deep cross-
modal hashing are discussed in [24]–[31].

Unsupervised methods deal with the case that all training
data is unlabeled. A representative study on unsupervised
deep hashing is proposed by Zhang et al. [16]. Inspired
by recent progress of generative adversarial network(GAN),
they develop a unsupervised generative adversarial cross-
modal hashing(UGACH) framework to capture the cross-
modal correlation in an unsupervised fashion. It makes full
use of GAN’s ability for unsupervised representation learn-
ing to exploit the underlying manifold structure of cross-
modal data. Zhang et al. [32] employed attention-aware
mechanism to the adversarial hashing network to enhance the
measurement of content similarities by selectively focusing
on informative parts of multi-modal data. It keeps explor-
ing the solution of discovering content similarities between
different data modalities. Li et al. [33] proposed a SSAH
model to first introduce adversarial learning to cross-modal
retrieval. Two different adversarial networks are used to
learn high dimensional features and hash code of different
modals. Zhang et al. [34] addressed the problem of (1) rely
on large labeled data and (2) ignore information in rich unla-
beled data. They proposed to use semi-supervised hashing
approach by generative adversarial network. Different from
the methods above, we aim to make full use of labeled data
and better supervise the proposed network.Except for deep
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FIGURE 1. Framework of DMSH.

convolutional neural networks, other deep structures like
deep Boltzmann machines and auto-encoders are introduced
to unsupervised deep cross-modal hashing frameworks to
improve the search results [35]–[38].

III. DEEP MULTI-LEVEL SEMANTIC HASHING
In this paper, we only use images and texts as the multi-modal
instances to discuss our method. The framework of proposed
DMSH are shown in Figure 1 The model mainly consists
of three modules: deep feature learning module, supervi-
sion generating module and hash code learning module. The
whole architecture of DMSH and the details about multi-level
similarity constraint are illustrated in this section.

We use some notations shown in Table 1 for concise
expression.

TABLE 1. Notations.

A. DEEP FEATURE LEARNING
DMSH separately uses two deep neural networks to
extract image and text features. For image modality,
we adopt a refined CNN-F model. CNN-F [39] was inspired
by Alexnet [40]. It consists of 5 convolutional layers and

3 fully connected layers. The adapted CNN-F changes the
number of neurons in the last fc layer from 1000 to the
hash code length. Details of the deep architecture are shown
in table 2. We use bag-of-words(BOW) to represent text
modality and adopt 3 fully connected layers for text feature
learning. The length of the first layer is the same as the length
of BOW vectors, the middle layer consists of 4096 nodes and
the length of last layer is the same as the code length. The
two modules are correlated at the output end by a carefully
designed multi-level semantic objective function.

TABLE 2. Architecture of image feature learning module.

B. SUPERVISION GENERATING
The supervision generating module consists of binary super-
vision generating and multi-level semantic supervision gen-
erating. They both produce a cross-modal similarity matrix .
For example, if image i is similar with text j and otherwise.
The similarity between different modality is measured by
class labels. That is, image i and text j are similar if they
share the same class label; otherwise they are dissimilar.
This method works well with single-label data. However,
it ignores the rich semantic information for multi-label data.
Therefore, we adopt a semantic similarity matrix calculation
method based on label co-occurrence to obtain the multi-level
semantic similarity matrix. Here we use the notation S(b)
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and S(l) to represent binary supervision and multi-level
semantic supervision respectively. The following describes
the generation methods.

The binary cross-modal similarity is defined as:

S(b)ij =

{
1, if point i and j share at least 1 label
0, else

(1)

For two class labels ti, tj, we define the label similarity as:

s(ti, tj) = e−d(ti,tj) (2)

where denotes the semantic distance of two labels and are
calculated as below.

d(ti, tj) =
max(logNti , logNtj )− logNti,tj
logNc − min(logNti , logNtj )

(3)

Nti , Ntj represents the number of ti, tj in the training set,
Nti,tj indicates the times ti and tj co-occurred,Nc is the number
of all labels in the training set.

From the above definition, we can know that s(ti, tj) ∈
[0, 1]. It shows that the similarity of two labels is larger if
they are shared with more data points. Based on the label
similarity, the multi-level semantic similarity of two data
points Dm, Dn is defined as:

S(l)(m, n) =

∑|tm|
i
∑|tn|

j s(tm(i), tn(j))

|tm| × |tn|
(4)

where tm, tn denote the label sets of data points Dm, Dn,
and |tm|, |tn| are the number of labels in tm, tn respectively.
By the definition, we know that Dm and Dn are more sim-
ilar if their label sets tm, tn have more relevant labels, and
S(l)(m, n) ∈ [0, 1]. If Dm and Dn share the same label set,
S(l)(m, n) reaches the maximum value 1. If labels in tm are all
irrelevant to labels in tn, S(l)(m, n) takes theminimumvalue 0.
Therefore, the multi-label based semantic similarity matrix
S(l) can be used as the hash learning supervision information.
Compared with the binary S(b), S(l) expands the cross-modal
similarity from discrete {0, 1} to continuous [0, 1] intervals
which preserves more abundant semantic information.

C. HASH CODE LEARNING
We use F (g)

∗i = f (g)(gi;ϕg) to represent the output of the
CNN model, which is the image feature vector of a data
point Di; F (x)

∗j = f (x)(xj;ϕx) denotes the output of the deep
neural network for text modality, which corresponds to the
text feature of data point Dj. ϕg, ϕx denote the parameters of
the CNN for image and the multi-layer perceptron network
for text, respectively.

To preserve the binary cross-modal similarity in S(b),
we use the sigmoid cross entropy loss:

min
ϕg,ϕx

Lc = −

n∑
i,j=1

S(b)ij log(σ (8ij))

+ (1− S(b)ij )log(1− σ (8ij)) (5)

where 8ij =
1
2F

(g)T
∗iF

(x)
∗j, σ (8ij) = 1

1+e−8ij
. To ensure

stability and avoid overflow, the implementation uses this
equivalent formulation:

min
ϕg,ϕx

Lc =

n∑
i,j=1

max(8ij, 0) − S(b)ij 8ij + log(1+ e−8ij ) (6)

Based on this, we introduce a multi-level semantic lossLm
to make our model preserve the rich semantic information
embedded in S(l). It is also derived from sigmoid cross
entropy loss, here we directly give its formulation:

min
ϕg,ϕx

Lm=

n∑
i,j=1

max(8ij, 0)−S
(l)
ij 8ij + log(1+ e−8ij ) (7)

therefore, the objective function of DMSH is defined as
follows:

min
ϕg,ϕx ,C (g),C (x)

L = Lc + µLm + ρ(
∥∥∥C (g)

− F (g)
∥∥∥2
F

+

∥∥∥C (x)
− F (x)

∥∥∥2
F
)+ τ (

∥∥∥F (g)E
∥∥∥2
F
+

∥∥∥F (x)E
∥∥∥2
F
)

s.t. C (g),C (x)
∈ {−1,+1}c×n

F (g)
= f (G;ϕg)

F (x)
= f (X;ϕx) (8)

where C (g)
= sign(F (g)), C (x)

= sign(F (x)), and sign(·) is a
sign function defined as:

sign(x) =

{
1, x > 0
−1, x < 0

(9)

‖·‖
2
F denotes the Frobenius norm.
F (g) and F (x) are the learned features of image and

text modality, which keep the semantic information in S(b)

and S(l). The third regularization term is adopted to ensure
that the learning hash code C (g),C (x) preserve the informa-
tion contained in F (g) and F (x). Thus the semantic similarity
can be transferred to the learned hash codes. The forth term
τ (
∥∥F (g)E

∥∥2
F +

∥∥F (x)E
∥∥2
F ) is used to balance the number of

‘‘+1’’ and ‘‘−1’’ for each bit of the hash code on all training
set so that the information provided by each bit reaches the
maximum.

Experimental results in [12] show that better performance
can be achieved when another constraint C (g)

= C (x)
= C is

added to the loss function in the training process. We adopt
this achievement to our model and the refined objective func-
tion is as below:

min
ϕg,ϕx ,C

L = Lc + µLm + ρ(
∥∥∥C − F (g)

∥∥∥2
F
+

∥∥∥C − F (x)
∥∥∥2
F
)

+τ (
∥∥∥F (g)E

∥∥∥2
F
+

∥∥∥F (x)E
∥∥∥2
F
)

s.t. C ∈ {−1,+1}c×n

F (g)
= f (G;ϕg)

F (x)
= f (X;ϕx) (10)
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Since ϕg, ϕx , C are the 3 parameters to be optimized,
we use an alternating learning strategy that fixing two param-
eters and updating the left one at a time. The training proce-
dure is shown in Algorithm 1 [12].

Algorithm 1 Hash Code Learning Algorithm
Input: Image dataset G, text dataset X , code length c,

parameters µ, ρ, τ ;
Output: Hash codes C , parameters of DNNs for two

modalities ϕg, ϕx ;
1: Initialize ϕg, ϕx , mini-batch size bg = bx = 128,

iteration number ng = n/bg, nx = n/bx . Compute S(b)

and S(l) according to Eq.(1)-(4);
2: repeat
3: for epoch=1, 2, · · · , ng do
4: Randomly select bg images from G to construct a

mini-batch;
5: For each sampled point gi in mini-batch, calculate

F (g)
∗i by forward propagation;

6: Calculate derivative ∂L
∂F (g)

∗i
according to Eq.(10);

7: Update ϕg with back-propagation;
8: end for
9: for epoch=1, 2, · · · , nx do

10: Randomly select bx texts fromX to construct amini-
batch;

11: For each sampled point xj in mini-batch, calculate
F (x)
∗j by forward propagation;

12: Calculate derivative ∂L
∂F (x)

∗j
according to Eq.(10);

13: Update ϕx with back-propagation;
14: end for
15: Optimize C ;
16: until A fixed number of iterations.

IV. EXPERIMENTS
To evaluate the proposed DMSH, we compare the retrieval
performance with several state-of-the-art algorithms on a
benchmark cross-modal dataset MIRFlickr-25K. We use the
open source TensorFlow [41] framework and the exper-
iments are deployed on a server with 64G RAM and
NVIDIA K80 GPU. The effects of 3 different convolutional
neural networks, CNN-F, VGG-16 [42] and ResNet-50 [43],
on the retrieval results are also compared with the same
configuration.

A. DATASET
The MIRFlickr-25K [44] open evaluation project consists
of 25000 instances and 24 class labels downloaded from the
social photography site Flickr. Each data point consists of an
image and corresponding textual tags. We select the points
with textual tags no less than 20, and get 20015 instances for
our experiments. The text is coded into a 1386-demensional
bag-of-words vector. For deep learning based methods,
the raw pixels are directly used as the input of image
modality. While a 512-dimensional scale-invariant feature

transform(SIFT) feature vector provided by the dataset is
adopted for hand-crafted feature based methods.

B. BASELINES
To evaluate the effectiveness, DMSH is compared with sev-
eral state-of-the-art cross-modal hashing methods:

CCA [45] is a multivariate statistical analysis method.
It uses the correlation between two basis vectors to reflect
the overall correlation between two sets of variables. The
basic principle of CCA is to find subspaces that maximize the
correlation of a set of related heterogeneous data. CCA has
been widely used as a benchmark method for cross-modal
retrieval. It reflects the linear correlation between two groups
of heterogeneity variables.

CMFH [8] learns hash codes by collectivematrix factoriza-
tion with latent model from multimodal information sources.
It directly learns unified code from multi-modal data other
than traditional combining or concatenating codes learned
from different views.

STMH [11] explores semantic topics of text and image
by clustering and matrix factorization, respectively. Then the
relations of the two modalities in a common subspace is
learned for cross-modal hashing embedding.

SCM [9] proposes a supervised multimodal hashing
methodwith high scalability. It integrates semantic labels into
the hashing learning procedure by maximizing the semantic
correlations.

SePH [10] transforms cross-modal distances in both
semantic space and hamming space into two probability dis-
tribution, and learns the hashing codes by minimizing the
Kullback-Leibler divergence between them. The semantic
distance between cross-modal instances are measured by the
labels of training data, which ensures the learnt hash codes
preserving the semantic affinities.

DCMH [12] is a remarkable binary supervision based deep
hashing method which details are shown in section 2.

C. IMPLEMENTATION DETAILS
The model is implemented based on the open source
TensorFlow framework. For training, we take 10000 instances
of MIRFlickr-25K as the training set. For testing, we take
2000 instances as the test queries, and the rest as retrieval set.
We set µ = 0.5, ρ = τ = 1 in our experiments. The batch
size is fixed to 128, and the algorithm runs 1000 iterations.
The CNN-F module is pre-trained on ImageNet [46] and it is
fine-tuned during the training of DMSH model.

Mean average precision(mAP) is adopted to directly
present the performance of all compared methods. mAP for a
set of queries is the mean of the average precision values for
each query. It is defined as:

mAP =

∑Q
q=1 AveP(q)

Q
(11)

AveP =

∑n
k=1 P(k)× rel(k)

number of relevant documents
(12)
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where Q is the number of queries, P(k) is the precision at
cut-off k in the list, rel(k) is an indicator function equaling 1
if the item at rank k is a relevant one, 0 otherwise. mAP is an
indicator that shows the ranking quality of all retrieval results.
Table 3 shows the mAP of all baselines and our method.
The best accuracy is shown in boldface. From the results we
can know that deep learning based methods achieves better
performance than all the others using hand-crafted features,
while proposed DMSH outperforms binary supervision based
DCMH. The code length has significant influence on the
final result. More information is preserved as the code length
increase. However it will lead to the overfitting problemwhen
the code length goes too long. In our experiments, our model
makes the best performance with 64bit code length.

TABLE 3. mAP of all compared methods on MIRFlickr-25K.

We also use precision-recall(PR) curves to measure the
accuracy of results returned under certain hamming radius.
Precision is the fraction of the data points retrieved that
are relevant to the queries. Recall indicates how many true
positive samples are successfully retrieved. Figure 2 shows
the curves at 64bit code length. The horizontal coordinate
denotes recall while the vertical coordinate represents preci-
sion values. The figure on left is the PR curve of searching
images by text queries and the right one denotes the curve
of retrieving texts by image queries. Results of each method
are represented by lines with distinct nodes and colors as the
icons show in the figures: red for DMSH, purple for DCMH,
green for SePH, yellow for SCM, blue for STMH, sky for
CMFH, pink for CCA.

From the curves we can also see that the deep hashing
methods obviously outperform shallow ones for both image
query text tasks and text query image tasks. For the two
compared deep hashingmethods, our DMSHwith multi-level

FIGURE 2. Precision-recall curves with code length 64 on MIRFlickr-25K.

semantic information is obviously better than DCMH in
image query text database tasks, while in the text query image
tasks they both achieve almost the same search performance.
We also compare the process time of DCMH and DMSH in
generating 64 bit text and image hash codes. The table below
shows the average time of generating one 64 bit text code
and image code using the two methods. It can be seen that
our method is more efficient on both tasks.

TABLE 4. Comparison of process time.

In order to analyze the effect of deep networks on the
retrieval results, the CNN-F network in the original DMSH
model was changed to VGG-16 and ResNet-50 respec-
tively for training. Therefore the three models are denoted
as DMSH-C, DMSH-V, and DMSH-R. At the same time,
the same experiments are conducted on the deep learning
based DCMH to ensure the reliability of the conclusion.
The corresponding three models are referred to as DCMH-C,
DCMH-V, and DCMH-R.

TABLE 5. Comparison of different networks in terms of mAP.

Table 5 shows the mAP values for each model with hash
code length of 64 bits. As shown in Table 5, the accuracy of
CNN-F, VGG-16, and ResNet-50 networks decreases in turn,
and this trend is exhibited in both the baseline DCMH and the
proposed DMSH. This indicates that due to insufficient data,
the training process has encountered overfitting problemwith
the complexity of the network increasing. That the loss of the
training set is smaller than that of the test set also verifies
this conclusion. The CNN-F, which has fewer parameters
and lower network complexity, is more suitable for training
tasks of the current data volume. The features learned by
the network have better generalization capabilities, and thus
achieve the best results.

V. CONCLUSION
In this paper, we propose a deep multi-level semantic hash-
ing method for cross-modal retrieval. It solves a common
problem of existing supervised deep cross-modal hashing
methods that rich semantic information in multi-label data
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is not sufficiently used. The multi-level semantic super-
vision based on label co-occurrence is adopted to ensure
that the learned hash codes preserve the accurate semantic
similarities, that is, data points with more common class
labels are more similar than those with less common labels.
The proposed model comprises of deep feature learning,
supervision generating, and hash code learning parts. DMSH
learns image and text features by two carefully designed
deep neural networks respectively. Then compact hash
codes and the discriminative features of each modality are
learned simultaneously in one framework. This end-to-end
structure guarantees the learned features optimum for the
specific cross-modal retrieval tasks. Experiments on a bench-
mark cross-modal dataset MIRFlickr-25K are conducted and
results are comparedwith CCA, CMFH, STMH, SCM, SePH,
and DCMH. The influence of deep networks on hashing
based cross-modal retrieval methods is also explored by com-
paring the results of 3 deep neural networks: CNN-F, VGG-16
and ResNet-50. The results show that DMSH outperforms all
these state-of-the-art hashing methods, which demonstrates
the superiority of incorporating multi-level semantic infor-
mation in the supervision matrix for hash code learning.
And the best results are achieved on CNN-F among the
compared 3 networks due to its reasonable complexity.

In this paper, we only focus on the image-text cross
retrieval tasks. Further studies can be performed in taking
more modalities into consideration to design a unified, flexi-
ble and adaptable cross-modal hashing framework.
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