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Machine translation is to automatically translate one natural language text into another. It is one of the important applications of
natural language processing. +e research of machine translation is closely related to machine translation evaluation technology.
+erefore, with the progress of machine translation technology in recent years, researchers are also committed to designing more
reasonable evaluation methods. Manual evaluation is costly, time-consuming, and subjective, so it has been difficult to provide
practical help for the development of machine translation systems. Finding a feasible automatic machine translation evaluation
method has been a hot spot in machine translation evaluation research in recent years. Based on this, this paper proposes an
English translation quality evaluation model integrating knowledge transfer and wireless network. Firstly, wireless network
technology is used to coordinate multitasks, and then knowledge transfer optimization technology is used to construct an English
translation quality evaluation model. In this paper, simulation experiments are designed to verify the effectiveness of the model.
+e experimental results show that the accuracy of the evaluation method based on fusion technology is significantly improved
compared with the existing evaluation methods.

1. Introduction

Machine translation, as the name implies, is automatically
translating one natural language text into another natural
language text. And it is also one of the important applica-
tions of natural language processing. +e ultimate goal of
machine translation is to generate translations without any
mistakes so that ordinary people can also read smoothly, and
its research and application are designed to reduce com-
munication barriers among people from different cultures
and regions [1]. +e rapid development of the Internet has
brought great changes to the spread of information and
knowledge and more frequent communication between
different languages, which brings broad demand for ma-
chine translation, as an important application technology in
natural language processing, involves many basic studies in
the field, such as word segmentation, syntactic analysis,
semantic analysis, named entity recognition, and semantic
disambiguation, which will also have an important impact
on the development of these basic technologies [2].

+ere has been more and more research on machine
translation, and machine translation technology has made
great progress. +e research of machine translation is closely
related to machine translation evaluation technology [3]. On
the one hand, the evaluation technology can promote the
development of machine translation, and on the other hand,
the progress of machine translation will also be subject to the
specific evaluation technology [4]. An evaluation method
that cannot correctly measure the quality of the translation
also cannot truly reflect the performance of the system, and
it cannot timely reflect the impact of the change of the model
on the translation results [5]. +erefore, along with the
progress of machine translation technology in recent years,
researchers are also committed to designing more reason-
able evaluation methods. Machine translation evaluation is a
complex and challenging research topic. Unlike a natural
language processing task such as speech recognition, there is
no unique correct answer for translation. If different
translators translate the same sentence, they give several
different answers. Even for a short sentence, the evaluators
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have little consistent translation [6]. +erefore, how to take
the diversification of translation into account in the eval-
uation is also an important issue in the evaluation research.

When evaluating the quality of the translation, a com-
mon method is to manually check whether the translation
output of the system is correct. Obviously, bilingual asses-
sors who master both the source and target language are the
best suitable to make such an evaluation, but such people do
not always appear in the evaluation task [7]. +erefore, the
usual method is to evaluate the machine translation given a
reference translation with the help of monolingual evalua-
tors who can understand the target language. Usually, such
an evaluation is conducted sentence by sentence. However,
manual evaluation has a big drawback, which is time-
consuming. If the evaluator wants to be paid accordingly,
then the manual evaluation will also be costly. Researchers in
machine translation systems have limited funding and have
relatively frequent system updates, usually testing the effect
of the system in different configurations multiple times in a
day [8]. +erefore, machine translation research prefers
automatic evaluation. Ideally, the automated evaluation
method should quickly give whether a system produces
better translation results after a change.

In recent years, automatic evaluation of machine
translation has made great progress, so researchers of ma-
chine translation system trust automatic evaluation and
improve their system according to the level of automatic
evaluation. In translation system, automatic evaluation is
mainly used in two important aspects: model parameter
estimation and translation quality evaluation. Model pa-
rameter estimation refers to the use of developed corpus to
determine the parameter values in the translation model [9].
+e main method to determine the parameters is to recycle
the two processes of translation and evaluation to find the
parameter setting with high translation quality. Translation
quality evaluation is the main function of the automatic
evaluation method, that is, to determine the quality of
translation given by the translation system or the relative
quality between translations [10]. Although automatic
evaluations have been widely used, they have been a topic of
discussion, and their ability to distinguish systems between
good and bad is often questioned, so the research of au-
tomatic evaluation methods has received more and more
attention [11].

+erefore, this paper proposes an English translation
quality evaluation model integrating knowledge transfer and
wireless network, which mainly lies in using wireless net-
work technology to achieve multitask coordination and then
using knowledge transfer optimization technology to con-
struct an English translation quality evaluation model.

2. Related Work

Machine translation has high efficiency and low cost. With
the development of artificial intelligence technology, it has
been widely used. At the same time, people have higher and
higher demands for translation quality, and the quality of a
translation depends on whether it is faithful to the source
language and the grammatical and semantic errors of the

target language. In order to achieve the accuracy and au-
thenticity of the translation, translation evaluation analyzes
the inherent or potential influencing factors in machine
translation, grasps the distortion of the translation and its
similarity with the original text, and then formulates the
evaluation index system and evaluation model. +e overall
process of translation evaluation is shown in Figure 1.

2.1. Existing Translation Evaluation Models. Translation
evaluation is similar to machine translation, requiring
decoding and recoding of works and reasonable scientific
evaluation of work translation quality through fusion and
training. Intelligent translation evaluation system needs an
algorithm or model to complete the characterization of the
characteristics of text variables [12], then constructs the
evaluation weight set through rules, and finally realizes the
evaluation and translation analysis with a matching model.

Experts have now begun to explore qualitative or
quantitative translation quality evaluation methods. Experts
have now begun to explore qualitative or quantitative
translation quality evaluation methods. Zhao Tie-Jun from
Harbin Institute of Technology was the first to put forward
manual evaluation and automatic evaluation ideas and to
evaluate the translation quality of the EBMT system with
sentence similarity [13]. Later, Zhou Guo-dong of Soochow
University summarized the three aspects of automatic
evaluation, including linguistics detection points, string
matching, and machine learning [14]. Sun and Zhou of
Xiamen University proposed a quantitative evaluation of
machine translation quality by hierarchical analysis and
fuzzy mathematical model [15]. Ma et al. of the Chinese
Academy of Sciences proposed fusion strategies and mul-
tiangle comprehensive evaluation methods, for example, on
Blend, comparing the two machine algorithms of SVM and
FFNN [16]. Liu et al. from Beijing Jiao Tong University
proposed to use the cross-sentence attention mechanism to
construct a BP restatement recognition model to improve
translation accuracy [17].

2.2. Current Situation ofOptimizationAlgorithm. In the field
of machine learning, Multitask Learning has been widely
concerned by researchers in the past two decades, and re-
lated technologies and researches have also been greatly
developed [18]. +e basic idea of multitask learning is to
improve the performance of each task by learning multiple
related tasks at the same time and sharing the useful in-
formation obtained from each task. Similarly, in the field of
intelligent optimization, many optimization problems are
interrelated. However, unlike the booming development of
multitasking learning, the concept of intelligent optimiza-
tion of multitasking was not put forward by Gupta et al. until
2016 [19]. Similar to multitask learning, the basic idea of
multitask intelligent optimization is to improve the opti-
mization performance of each task by solving multiple
different optimization problems at the same time and
transferring and sharing the useful knowledge obtained by
each task in the process of multitask optimization.
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Multifactorial Optimization is the first algorithm
framework for multitask intelligent optimization.+emodel
suggests that the complex characteristics of offspring for-
mation are coinfluenced by genetic and cultural factors [20].
In order to better explain the excellent performance of
multitask optimization, researchers have conducted in-
depth research on the internal mechanism of multitask
optimization. Da B designed a random individual assign-
ment strategy, randomly assigning offspring individuals
generated through knowledge transfer to any task for
evaluation [21]. Gupta A verified that the performance
improvement of MFEA compared with the single-task op-
timization algorithm was due to knowledge transfer between
tasks rather than the increase of diversity caused by the
optimization of different populations in a unified search
space [22]. Regardless of the difficulty of the task, all tasks
enjoy the same computing resources. Wen and Ting im-
proved the resource allocation strategy, which is based on
the observation that simple tasks have faster convergence
[23]. Recently, Hashimoto divided the individuals in the
population into subpopulations according to the corre-
sponding tasks and established an island model to analyze
the performance [24].

Because of the performance advantage of the multitask
optimization algorithm over the single-task algorithm, there
are a lot of research works on applying a multitask opti-
mization algorithm to solve specific problems. Chandra et al.
applied the multitask optimization algorithm to the training
of neural networks [25]. Tang et al. proposed a multitask
optimization algorithm for training multiple extreme
learning machines with different numbers of hidden neu-
rons to solve the classification problem [26]. It can be seen
that the emergence stage models take the knowledge transfer
between tasks as the starting point to carry out the design
and research of high-performance multitask intelligent
optimization algorithm.

3. English Translation Quality
Evaluation Model

3.1. Wireless Network Technology. Wireless network is the
basic network architecture of mobile Internet. It combines
the advantages of wireless LAN and wireless ad hoc network,
supports multipoint to multipoint mesh structure, and is a
wireless broadband access network with large network ca-
pacity, high transmission rate, and wide coverage, which can

provide high-quality wireless broadband access services for a
large number of users at the same time [27]. However, the
traditional scheduling method aiming at maximizing the
system throughput does not take into account the fairness
between users. If the quality of a user channel is poor for a
long time, the oriented scheduling method will make the
system unable to provide a service guarantee for such users
[28]. +erefore, this section proposes a packet fair sched-
uling mechanism based on network coding perception,
which combines network coding and scheduling algorithm
in wireless networks to provide fair access and error cor-
rection services for multiple users, ensuring that the
throughput of each user is improved.

+e FSNC mechanism includes two core algorithm
modules: scheduling algorithm and encoding algorithm.+e
scheduling algorithm focuses on scheduling objective
function and mainly solves the fairness problem of algo-
rithm. +e main steps of the algorithm are as follows:

Step 1: short-term fairness control. Considering the
compensation problem of short-term fairness in the
special environment of wireless networks, the com-
pensation method for backlog connections is mainly to
reserve system resources or sacrifice some services with
lower priority. However, the above compensation
methods are actually unfair. +ose who should really
bear the responsibility for compensation are those who
have been served. Based on this idea, this paper ach-
ieves the purpose of controlling short-term fairness by
compensating between the scheduled code set and the
unscheduled users.
Step 2: schedule the target function settings. +e
mechanism selects the encoding set service with effi-
cient use, high credit, low transmission cost, and low
system service time requirements from the already
constructed alternative coding set by setting the
scheduling target function and maximizing the
throughput of the encoding set.
Step 3: encryption algorithm. +e coding algorithm of
the mechanism includes three subalgorithms: coding
queue control algorithm, coding member selection
algorithm, and network coding algorithm. +e three
algorithms complement each other, and the design of
each one further emphasizes the relationship between
scheduling algorithms for maintaining fairness and
encoding algorithms that improve the throughput rate.
Step 4: cohort control algorithm. In addition to the
fairness of service time, fairness also guarantees the
fairness of the user decoding rate after the introduction
of network coding. +e source maintains a data frame
queue, and if the network coding is not introduced, the
source needs to cache the raw data frame queue on the
network coding to be encoded. +erefore, this paper
changes the previous queue management idea of dis-
carding data frames after user decoding, but after the
user perceives the data frames.
Step 5: source cohort analysis of the encoding set. +e
physical queue length of the source maintenance

English
translation text set

Results of translation
evaluation model Classification

results

Model

Performance
evaluation

Classifier
training

Data
preprocessing

evaluate

Overall flow chart of translation
evaluation model

sampling

Variable
characteristics

Figure 1: +e overall process of translation evaluation.
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reflects the overhead of the source to cache data frames
to be encoded while improving network performance
and ensuring fairness. +e following compares the
length of decoding: the physical cache queue under the
two queue management ideas. For the two queue
management ideas, the difference is mainly reflected in
the relationship between physical and virtual queues,
which are the same under the two schemes. Assume
that the size of the encoding finite domain can guar-
antee that the encoding frame is novel. +e conceptual
diagram of the algorithm is shown in Figure 2.

3.2. Optimization Algorithm Based on Knowledge Transfer.
In this section, knowledge transfer in a multifactor evolu-
tionary algorithm is studied, and an adaptive knowledge
transfer method is proposed. Compared with traditional
evolutionary algorithms that solve one optimization prob-
lem at a time, multifactor optimization solves multiple
optimization tasks simultaneously. +e research in this
section is based on MFO and MFEA, which involves a lot of
MFO definition and MFEA algorithm content. +erefore,
this section will briefly introduce the concept and definition
of MFO and the algorithm flow of MFEA.

MFEA is a specific implementation of MFO based on a
genetic algorithm. Specifically, MFEA first initializes a
population in which each individual adopts a unified coding
method. Next, each individual will evaluate all current tasks
to calculate their corresponding factor overhead. +en, a
progeny population is generated by performing selective
mating on the current population. +en, a progeny pop-
ulation is generated by performing selective mating on the
current population. Finally, the scalar fitness of all indi-
viduals of the parent population and the offspring pop-
ulation is updated, and the individuals with the optimal
scalar fitness are selected to form the next generation
population. +e above process will be repeated until the
preset termination conditions are met. Crossover operation
is a way to exchange genetic information between indi-
viduals. +is paper will introduce several common crossover
operators for continuous optimization problems.

3.2.1. Discrete Crossover Operator. In this category, each
dimension of the offspring accurately inherits knowledge
from a parent, as shown in Figure 3.

Two-point crossover operator: randomly select two
positions i, j ∈ 1, 2, . . . , n{ }(i< j), and then exchange the i to
j segments of two parent individuals to obtain two offspring
individuals.
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+en, the value of each dimension of the offspring is
randomly selected from the corresponding positions of the
two parent individuals with equal probability.
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Aggregation-based crossover operators pass the mixed
knowledge of two parents to their children through an
aggregation function. When the aggregation function is
determined, the offspring obtained from the parent is also
determined, so its corresponding knowledge transfer has
certain determinism. +erefore, this paper takes arithmetic
crossover and geometric crossover operators as represen-
tatives to study in experiments, and their definitions are as
follows. +e arithmetic crossover operator represents that
the value of each dimension of the descendant is a linear
combination of the corresponding position values of the two
parent individuals. +e mathematical expression is

c
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+e value of each dimension represented by the geo-
metric crossover operator is the exponential combination of
the corresponding position values of two parent individuals.
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In this class, the interval formed by the values of the same
dimension of two parent individuals is defined as the
neighborhood. Crossover operators belonging to this class
acquire the knowledge of the neighborhood and pass it on to
their offspring according to a predefined probability dis-
tribution model. +erefore, the crossover operators of this
group will producemore changes when generating offspring.
In particular, crossover operators adopt uniform and ex-
ponential probability distribution models, respectively, as
shown in Figure 4.

Further, for simplicity, this study reconstructs the input
before denoising through a single-layer mapping. +e
reconstructed data needs to minimize the following mean-
square reconstruction error:

Lsq(M) �
1
2N

􏽘

N

i�1
qi − Mpi

2
. (5)

To simplify the symbolic representation, a constant
feature is added to the input vector. +erefore, the error
function in equation (5) can be transformed into a matrix
form:

Lsq(M) �
1
2N

tr (Q − MP)
T
(Q − MP)􏽨 􏽩. (6)

+e solution of equation (6) can be expressed as a
common closed solution by the least square method, which
is given in the following formula:

M � QP
T

􏼐 􏼑 PP
T
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. (7)
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It can be seen that the closed solution obtained by
learning can be used for the mapping between problems. It
can be seen that the algorithm uses two different evolu-
tionary solvers based on independent population. Next, in
order to establish the association between tasks, the algo-
rithm uniformly and independently samples a set of solu-
tions from the search space, takes them as the input and
output of the noise reduction automatic encoder, and then
obtains the mapping matrix between the two tasks.

Because it is extremely expensive to evaluate each in-
dividual in the search process on all tasks, in EMA, each
individual is only evaluated on a task that may have good
performance. +e offspring produced by the mutation op-
eration will be evaluated directly on the tasks corresponding
to their parent’s skill factors. In addition, the child individual
will perform a local search with a given probability, and its
factor overhead on all unevaluated tasks will be set to in-
finity, transforming the individual from a unified search
space to a feasible solution on the task. In order to realize
adaptive knowledge transfer, each individual is randomly
assigned a crossover factor in the initialization stage. Next, in
the adaptive selection mating step, the crossover operator is
selected from the available crossover operators according to
the crossover factor for knowledge transfer. Finally, the
crossover factor of each individual will be updated according

to the information collected in the evolutionary search
process. +e basic flowchart of the algorithm is shown in
Figure 5.

Most of the existing multifactor evolutionary algorithms
only use a single crossover operator for knowledge transfer
in the whole optimization process. In this paper, the effects
of different crossover operators on the performance of
multifactor evolutionary algorithms are studied. It is ob-
served that different crossover operators can perform well in
different multitask optimization problems, but no crossover
operator can achieve good results in all problems. +e
denoising autoencoder technology in machine learning is
used to realize explicit knowledge transfer in the form of
explicit transfer of feasible solutions between tasks. In ad-
dition, multiple tasks are allowed to be optimized by dif-
ferent evolutionary algorithms to make full use of their
respective advantages. Finally, more efficient optimization
performance is obtained than traditional MFEA based on
implicit knowledge transfer.

3.3. Process of Evaluation Model Construction. Because
machine learning can use any feature that can be expressed
digitally, there are many valid features available beyond
combining existing methods. However, more features does
not make machine learning better because as the number of
features increases the mutual restriction and influence will
increase, and the cost of training and evaluation will also
increase.+is section will introduce feature types and feature
combination utility. +e contribution of each feature may
vary in different tasks. +is paper suggests that the following
two aspects should be considered in feature selection: (1)
features based on deep linguistics can effectively improve the
evaluation effect, such as the help of retelling features to
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evaluation; (2) blindly combining features does not neces-
sarily produce good reviews. Some simple and intuitive
features contribute more than others. Evaluation without
reference is often called quality estimation. At present, the
effect of nonreference translation evaluation is not very
satisfactory, but it can be used in a wide range and has strong
practical value, such as filtering translation for manual
editing or selecting the best translation. +e construction of
the evaluation model proposed in this paper is shown in
Figure 6.

Next, we use an image example to express the fusion idea
of evaluation methods. +e translation system is like an
English major student, and the evaluation method is like an
English evaluation expert. +erefore, the integration of
evaluation methods can be regarded as the so-called “ex-
cellent, medium, and poor” evaluation of an English
translation by English evaluation experts. Of course, due to
the different evaluation experience of each expert, their
evaluation angles and concepts are different, so their eval-
uation results are also different. However, an evaluation
expert makes his original evaluation results of the student’s
translated sentences change to varying degrees through
mutual communication with each other.With the deepening
of the communication between evaluation experts, finally, an
agreement can be reached.

4. Experiments and Results

4.1. Data Set and Experimental Description. +e data set in
this paper is the XNLI data set, that is, the data set on cross-
language tasks. XNLI also uses crowdsourcing to build a
multitype natural language inference corpus. It collects and
verifies 750 new instances for the multitype NLI corpus from
10 text sources, with a total of 7500 instances. Based on these
data, XNLI hired some professional translators to translate
these examples into 10 target languages so as to create a
complete XNLI corpus. After being tested in the target
language, the accuracy of the generated cross semantic
vector still lags behind that of the source language. +ere-
fore, this paper believes that there is room for improvement
under this task.

Named entity recognition refers to the recognition of
special objects in the text. +e semantic categories of these
objects are usually predefined before recognition, such as
person, address, and organization. +e supervised named
entity recognition task relies on annotation data. It is a
named entity recognition data set with multiple English.
+ese two sets of data sets are also selected in this paper.
Named entity recognition can use the ability of deep learning
to deal with nonlinear mapping relationships to establish a
nonlinear mapping from input to output. Tag decoding is the
last step in the named entity recognition model. After
obtaining the vector representation of the word and con-
verting it into context-sensitive representation, the tag
decoding module takes it as the input and predicts the
corresponding tag sequence for the input of the whole
model. Using this structure, the named entity recognition
model can be regarded as a multitype classification problem.
At this stage, the label of each word is predicted indepen-
dently according to the input context semantic represen-
tation, rather than relying on adjacent words.

4.2. Data Analysis and Experimental Results. In multitask
training, NLI prediction was taken as task 1, named entity
recognition as task 2, and sentence alignment using parallel
corpus as task 3. All three tasks shared the same encoder.+e
data are passed into the encoders with shared parameters,
respectively, and the loss function results on their respective
tasks are calculated, respectively. Combined with classifi-
cation, sequence tagging, and machine translation, all sen-
tences share the sentence level coding layer. In one round of
training, the loss functions of three tasks are calculated and
backpropagated. After five rounds of training, the F value in
the named entity recognition task, the accuracy in English-
Chinese translation, and the accuracy in Chinese-English
translation were compared. +e experimental results are
shown in Table 1.

As the number of training rounds increases, the accuracy
of named entity recognition and English-Chinese translation
increases, but the accuracy of Chinese-English translation
decreases. +e reason is that, under the setting of multitask
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Figure 4: Schematic diagram of extracting information in neighborhood.
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learning, since the three tasks share encoder parameters,
with the deepening of training, the named entity recognition
task and natural language understanding task are improved,
but the performance of the aligned encoder is reduced. +e
semantic vector experiment is followed, and the experi-
mental results are shown in Table 2.

Based on the experimental data, two LCA values of all
parameters on transformer model, unidirectional model
combined with semantic vector, and bidirectional model
combined with semantic vector are calculated, respectively.
+is paper calculates the LCA value in the training process to

compare the contribution of each parameter to loss in the
training process. It can also compare whether the newly
introduced parameters have a positive or negative effect on
the reduction of loss. Compared with the machine trans-
lation and the baseline data, the semantic vector in this paper
is able to translate the training data and express stronger
results. +is paper will compare the effects of sentence
coding with different structures, use the best structure to
conduct experiments on cross-language tasks as the baseline
model, and then further improve the performance of the
encoder through multitask learning. Finally, the perfor-
mance of the semantic vector obtained by cross-language
unsupervised learning is close to that of the source language
obtained by supervised learning. +e parameter accumu-
lation histogram of the LCA calculation method is shown in
Figure 7.

4.3. Comparison of Experimental Results. By studying the
advantages of the knowledge transfer method in this paper,
the classification results and classification error rate are
obtained. +en, the evaluation value of translation quality is
obtained from the model. After the training sample set of the
English translation is preprocessed by the toolkit, the text
feature data is obtained. N samples are extracted from the
corresponding training set through bootstrap, the classifi-
cation results and classification error rate are obtained
through majority voting, and the evaluation value of
translation quality is obtained through hierarchical
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Figure 5: +e basic flowchart of the algorithm.
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correlation calculation. Calculate the performance index
error rate of output classification results, respectively, as
shown in Table 3 and Figure 8. Comparing the classification
error rates of various model algorithms in a different
number of translation sets, the classification error rate de-
creases significantly with the increase of iteration times. And
when the number of iterations is stable to about 200, the
classification error rate tends to be stable. +erefore, for the
selected experimental samples, 200 is determined to be the
optimal number of iterations.

In this paper, the single direction and two-way machine
translation experiments combined with semantic vector are
carried out, respectively. Compared with the baseline model
transformer model, the Bleu value has been improved. In
addition, the two-way translation system can make full use
of the semantic information on both sides of the source
language and the target language, so the result is better than

the one-way model. Comparing the classification error rate
of various translation sets under the same number of iter-
ations of 200, the classification error rate of the algorithm in
this paper is the lowest, the random-RF algorithm is the
second, the original RF algorithm is the highest, and the
error rate of manual translation is less than that of the other
four online machines. +e evaluation results are consistent
with the actual translation situation, which shows that the

Table 1: Experimental results on data sets and named entity recognition.

Epoch F English-Chinese translation Chinese-English translation
1 46.21 87.65 77.75
2 50.05 91.21 75.76
3 51.26 91.43 76.92
4 51.12 91.54 76.12
5 52.03 91.6 76.92

Table 2: Results of the semantic vector experiments.

Transformer Sentence embedding
En-emb 1.3 1
De-emb 2.4 2
De-out 1.1 1
En1 75.4 75
En2 46 44
En3 45 44
En4 41 36

0

35

70

105

140

de6de5de4de3de2de1en6en5en4en3en2en1de_outde_emben_emb

transformer
sentence embedding

Figure 7: Parameter cumulative bar graph for the LCA calculation method.

Table 3: Results of the semantic vector experiments.

System BLEU

Baseline
GNMT [29] 38.95
Convs2s [30] 40.51

Transformer [31] 43.2

Our work One direction 43.4
Two directions 43.7
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translation evaluation method proposed in the text is fea-
sible. As far as this paper knows, this is the first time to apply
the semantic vector trained by easily available data to the
machine translation task. In the process of machine trans-
lation, in order to make full use of the semantic vectors at the
source language end and the target language end, this paper
will train a two-way machine translation system at the same
time, that is, from the source language to the target language
and from the target language to the source language.

5. Conclusion

Because the research and development of the automatic
machine translation system are very complex and need a lot
of time and money, the machine translation system is very
expensive. +e evaluation of the machine translation system
can effectively analyze and guide the rational development of
the translation system. +erefore, the research on the
evaluation of machine translation system is of great sig-
nificance. In the field of machine translation evaluation, this
paper makes a more in-depth research and practice around
the following aspects.

Firstly, based on the existing machine translation eval-
uation methods, this paper studies the feasibility of the
application of these evaluation methods in the quality
evaluation of English-Chinese machine translation and
discusses the special problems caused by the influence of
Chinese language characteristics when they are applied in
the evaluation of English-Chinese machine translation. +e
results show that various methods can evaluate the quality of
the English-Chinese translation system to a certain extent,
but their accuracy is not high compared with manual
evaluation. Secondly, in order to improve the accuracy of the
existing automatic evaluation methods, this paper intro-
duces the fusion technology, makes a simple modification
and improvement on the basis of the fusion technology, and
applies it to the fusion of machine translation evaluation
methods. An automatic evaluation method based on fusion

technology is proposed, and the effectiveness of the method
is verified by experiments. +en, some problems encoun-
tered in the process of design and implementation are an-
alyzed, and the solutions are discussed. +e practice shows
that the accuracy of the evaluation method based on fusion
technology is significantly improved compared with the
existing evaluation methods.

Although this paper has achieved the above-phased
research results and achieved the expected objectives, the
work of this paper can be further discussed and studied in
the following two aspects: (1) Although the accuracy of the
evaluation method of fusion technology has been signifi-
cantly improved compared with the existing evaluation
methods, we can also try to apply other advanced fusion
technologies to compare and analyze the evaluation results,
to improve the accuracy of evaluation. (2) Consider fusing
more existing evaluation methods to further improve the
fusion effect and accelerate the convergence speed of fusion.
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