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With the continuous development of cloud computing, cloud security has become one of the most important issues in cloud
computing. For example, data stored in the cloud platformmay be attacked, and its security is difficult to be guaranteed.Therefore,
we must attach weight to the issue of how to protect the data stored in the cloud. To protect data, data monitoring is a necessary
process. Based on autonomic computing, we develop a cloud datamonitoring systemon the cloud platform,monitoringwhether the
data is abnormal in the cycle and analyzing the security of the data according to the monitored results. In this paper, the feasibility
of the scheme can be verified through simulation. The results show that the proposed method can adapt to the dynamic change of
cloud platform load, and it can also accurately evaluate the degree of abnormal data.Meanwhile, by adjustingmonitoring frequency
automatically, it improves the accuracy and timeliness of monitoring. Furthermore, it can reduce the monitoring cost of the system
in normal operation process.

1. Introduction

Resource monitoring in cloud computing environment is an
important part of resource management of cloud computing
platform. It provides the basis for resource allocation, task
scheduling, and load balancing. With the extensive use
of cloud computing services, users have made increasing
demands on the security of cloud computing. Since the cloud
computing environment has the characteristics of transparent
virtualization and resource flexibility, it is infeasible for a
traditional security program to protect the data security in
the cloud platform, which hinders further development and
application of cloud computing [1]. Therefore, it is of critical
importance to develop new tools suitable for monitoring
cloud platform data. However, the collection, transmission,
storage, and analysis of a large number of monitored data
will bring huge resource overhead, directly affecting system
performance, timely detection of anomalies, and pinpoint
accuracy of problem. In addition, because cloud computing
is essentially developed on the basis of current technology,
the existing security vulnerabilities will be inherited directly
to the cloud computing platform, which may even bring

greater security threat. It can be seen that, in the cloud
computing environment, users basically lost the control
of private information and data, which triggered a series
of security challenges, such as cloud data storage loca-
tion, data encryption mechanism, data recovery mechanism,
integrity protection, third-party supervision and auditing,
virtual machine security, and memory security. At present,
there is not enough research on cloud computing resource
monitoring, but there are a lot of researches on distributed
computing and grid computing, for instance, DRMonitor [2],
Ganglia [3], and MDS (Monitoring and Discovery System)
[4]. They play important roles in distributed systems or grid
systems. However, if the above methods are applied directly
in the cloud computing environment, there will be some
shortcomings. On the one hand, the resource in the cloud
computing environment is highly virtualized and flexible.
Moreover, cloud computing provides services such as IaaS,
PaaS, and SaaS, in addition to monitoring the resources of
the physical server [5]. Users need to monitor the virtual
machine running on it. On the other hand, cloud computing
is a businessmodel, and the cloud service providerwill charge
the user for usage accordingly. Monitoring information in
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existing resource monitoring system is not fine granularity,
so it is unable to get to the process level of information
and track consumption of CPU, memory, storage and other
resources in real time during the user task execution process.
Cloud computing environment is dynamic, random, com-
plex, and open. Cloud providers need to collect user-related
fees based on resource usage; as a result, original resource
monitoring methods cannot fully meet the requirements of
the cloud computing environment. Therefore, according to
the characteristics of cloud computing itself, some resource
monitoring methods for current distributed computing, and
grid computing, cannot fully adapt to the cloud computing
environment.

In order to adapt to the cloud computing environment,
combining with abnormal data mining algorithm, we pro-
pose a data monitoring method under cloud environment
based on autonomic computing model. In order to address
the security challenges for data on the cloud platform, the
model uses autonomic computingmechanism and the abnor-
mal datamining idea to transmit themonitoring information
to each other.Themodel is mainly composed of fivemodules:
network monitoring module, data analysis module, response
strategymodule, system implementationmodule, and knowl-
edge base. In the network monitoring module, the system
gathers the data by collecting the data stream and generates
the original data. In addition, through the data preprocessing
mechanism, the original data are formatted.The data analysis
module evaluates these processed data, extracts useful data
from it to determine whether they are abnormal, and then
feeds the analysis result back to the response strategy module
to adjust the monitoring period. The data collection and
analysis of storage are the core parts of this model, which
provide users with essential data monitoring information. In
the local computer deployment monitoring framework, the
cloud is connected to data monitoring. Our contributions are
as follows:

(i) We propose a safe and effective model that enables
the data on the cloud platform to be monitored in
time, and the system adjusts the monitoring cycle to
autonomously protect the data.

(ii) We design a data mining algorithm, in which, based
on an improved chaotic algorithm, data mining
method was proposed for the frequently appearing
abnormal data in the cloud computing environment.
We also design and implement abnormal behavior
detection based on the Poisson process to obtain
accurate test results.

(iii) We formally analyze the capability of abnormal
behavior monitoring and implement all of these
data security monitoring models based on auto-
nomic computing. A large number of experiments
are carried out in the simulation environment using
prepared dataset, and the results show that our system
achieves the desired goals.

This paper is organized as follows. Section 2 states the
origin of autonomic computing theory, and its related work.
Section 3 analyzes how to establish a security monitoring
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Figure 1: MAPE autonomic computing model diagram.

model based on autonomic computing for the cloud plat-
form. Then we analyze the existing security model and
safety monitoring method of autonomic computing to the
cloud platform oriented metrics and the calculation method.
Section 4 analyzes method of simulation and experiment and
presents a security monitoring model based on autonomic
computing analysis for the cloud platform. Section 5 gives the
summary and points out the future research directions.

2. Related Work

The concept of autonomic computing was proposed by
IBM’s Paul Horn in 2001, which has self-configuring, self-
optimization, self-healing, self- protection, and other good
features that have been accepted by the computer scientists
[6, 7]. Autonomous computing refers to the computing
environment with self-management capabilities, dynamically
adapting to the increasingly complex environment, and self-
discipline since calculation unit (Autonomic Computing
Element) is an essential part of the autonomic computing
system [8]. At present, the research on autonomic computing
is based on a model of control loop proposed by IBM in
2003. It is called the MAPE-K (Monitor, Analyze, Plan,
Execute, and Knowledge) cycle. Based on this model, a
strategy module has been added to allow IT managers to
facilitate the management of autonomic computing units. Its
structure is shown in Figure 1. The monitor assembly means
collecting information from the managed resource, that is,
from the external environment.The analyze assembly is used
to analyze the complexity of the internal environment of the
system, so that the self-regulatory manager can understand
the running state of the system in real time so as to predict
the future situation and take right strategy for the future
condition. The plan generates a sequence of actions that
can be achieved based on the monitoring component and
the analysis component’s data information from the external
and internal environments, as well as previous policies. The
execute is given to the effector to adjust the state of the
managed resource. The actions generated by the above four
components are all based on the knowledge in the knowledge
base.
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An event classification method used in the fault mon-
itoring of autonomic computing system was introduced by
Liu and Zhou in 2010 [9]. In this scheme, the system
monitors the status of heterogeneous resources failure. With
the self-management system communicating internally, an
appropriate strategy is activated to repair the fault for self-
repair system. However, there is a lack of research in the
field of self-discipline for systemperformance failures. On the
basis of studying the self-monitoring of self-discipline, the
team proposed a multipoint detection method in 2011 [10].
Detecting the threshold cross-border and recovery to deter-
mine the systemperformance failure ensures the effectiveness
of detection for the system, providing a useful strategy for
the repairment failure. On the basis of studying the existing
autonomic computing model, they proposed a self-discipline
model which is suitable for distributed environment and
formalizes the model elements of management resources,
resource operation, state and action, and so on, to enhance
the application of self-discipline model and practical value
[11].

Among these advances of distributed computing, one
must take into account the emergence of new paradigms such
as cloud computing. In 2012, Yolanda et al. proposed a mon-
itoring tool [12]. The goal of their work is to evaluate existing
monitoring tools that can be used in cloud environments and
are subsequently included in the monitoring component of
the projects.

In order to improve the efficiency of resource manage-
ment in the cloud environment, Liu and Li proposed a self-
regulatory model for the cloud environment [13], which uses
the multi-autonomous manager’s hierarchical management
model to solve the traditional autonomic computing model
in dealing with a large number of requests when there is
a bottleneck. Moreover, they proposed a hybrid strategy
management model to tackle different fault repair requests.

Monitoring is an important factor in improving the qual-
ity of service provided in cloud computing.With the increase
of cloud system architecture, the workload of data center
is also increasing, leading to node failure and performance
problems. Suciu et al. proposed a solution for monitoring
and service providing cloud computing systems that allows
users and providers to optimize the usage of the com-
putational resources according to the constantly changing
business requirements inside an organization [14]. The main
contribution of their paper consists of the integration of the
monitoring system, which is based on Nagios and NConf
with test cloud architecture.

Liu and Guo proposed a hardware monitoring system
based on cloud platform for data acquisition, storage, and
analysis based on cloud computing [15]. Computer hardware
monitoring system stores and accesses data based on the
cloud platform. Storage hardware in the cloud platform
unifies modeling analysis parameters for a large number
of data in order to provide users with complete hardware
maintenance information.

In 2015, Masmoudi et al. [16] proposed a multitenant
monitoring approach based services that keep monitoring
service execution at runtime and detecting privacy viola-
tions.

In 2016, Peng et al. [17] proposed a sampling method
in the compressed sensing theory to implement feature
compression for network data flow so that we can gain
refined sparse representation. After that SVM (Support Vec-
tor Machine) is used to classify the compression results. This
method can realize detection of network anomaly behavior
quickly without reducing the classification accuracy.

3. Security Monitoring Model
Based on Autonomic Computing for
the Cloud Platform

With the widespread use of cloud computing services, users
have made increasing demands regarding the security of
cloud computing systems. The dynamicity, randomness,
complexity, and openness of the cloud computing environ-
ment make it difficult to apply the conventional security
scheme, which also hinders the further development and
application of cloud computing [18]. The security require-
ments of cloud computing include terminal, platform, com-
munication, and information security and confidentiality of
the whole cycle. The cycle involves the cloud computing
infrastructure layer, platform layer, application layer, and
other layers.

Autonomic computing provides an effective way to
reduce the complexity of the system management, but what
early autonomic computing system mostly considered is
physical resource management of distributed heterogeneous
environment. It did not include the cloud environment under
various restricting factors, such as large-scale virtualized
applications, service level agreements, diverse application,
and dynamic changes in the deployment environment. The
original framework of autonomic computing application
cannot be applied directly in the cloud environment [19]. For
example, in the virtual layer, monitoring tools usually require
on-demand configuration to distinguish the surveillance
applications and resources. As a result, the traditional MAPE
cycle also needs to be redesigned to fit the cloud. Cloud
services have the characteristics of virtualization, liquidity,
and boundary ambiguity, so the evaluation of their safety
is one of the most important issues. According to the
data security problem of the cloud platform, the working
mechanism of autonomic computing system model uses the
abnormal data mining idea for reference. It contains four
self-regulatory elements, which can transmit the monitoring
information to one another. The model framework is shown
in Figure 2. The model consists of five modules: network
monitoring module, data analysis module, response strategy
module, system implementation module, knowledge base,
and virtual machine (VM).

3.1. Model of the Cloud Security Monitoring. In order to
solve the problem of cloud system security, we designed
an independent monitoring model based on autonomic
computing idea. The model is mainly composed of five
modules: networkmonitoringmodule, data analysis module,
response strategy module, system implementation module,
and knowledge base.
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Figure 2:The cloud securitymonitoringmodel based on autonomic
computing.

In the cloud computing environment, the traditional
resource monitoring can be in two modes. (1) Active mode;
there is the resource monitoring component in the work
node and the virtual machinemonitor collecting status infor-
mation of the virtual machine running on it. The monitor
activates the master node by sending its own monitoring
information. (2) Passivemode: themaster node sends request
to the work node; then the work node returns their monitor-
ing data back to the main node.

Network monitoring module is the monitoring agent
deployed on the physical host, virtual machine, or other
containers. It is used to collect monitored data of system at
all levels and its persistent storage. Based on the historical
monitored data, the data analysis module establishes the
correlation of the data to form the metric correlation graph
for evaluating the importance degree. It uses the PCA (Prin-
cipal Component Analysis) to calculate the eigenvector of the
monitored data and computes the linear regression equation
of the data source in the cloud computing environment
to quantitatively evaluate system anomalies. The response
strategymodule selects the object to bemonitored in the next
stage according to the importance of the monitored object.
The Poisson process is used to establish the software system
reliability model, and the probability of the system failure
is predicted based on the abnormality degree to adjust the
monitoring period. System implementation module is to use
the monitoring agent to perform the dynamic adjustment of
monitoring objects and monitoring cycle. Knowledge base
is the record of operation in the process of learning load
patterns and corresponding eigenvectors, so that the system
normal operation can be depicted.

The resources of the cloud computing environment mon-
itoring with real-time information need to adopt the strategy
of polling-cyclical or event-driven way. Periodic mode refers
to two cases. In the first case, the work nodes periodically
send their own monitored information to the master node.
In the second case, the node that is the main resource
monitoring component will send a periodic request to work
nodes; then these work nodes will collect and feed back
information about themselves to the master node.The event-
driven way refers to the fact that the old work nodes will

produce a series of events, and the generation of each event
is triggered by monitoring of the corresponding terminal
resource state for a check and compared with the last check of
the data. If the change between the two events is greater than
the threshold set, then the job is in either active or passive
mode.

3.2. Monitored Data Collection. In the cloud computing
environment, the data collection work is a comprehensive
and coordinated process and needs to coordinate with the
data storage and analysis work. Then it establishes a data
acquisition and analysis model, including data collection,
data preprocessing, data analysis, storage, and other compo-
nents.

After the data collection process, the original data stream
is classified and the original data are generated.Then the data
preprocessing mechanism is used to format these original
data. Finally, through the data analysis and storage parts, the
useful data are extracted from the massive data. By these
procedures and software, users can use the data directly. This
data acquisition and analysis model achieves an integrated
data processing process. In this model, the data collection
and analysis of storage are two core parts, giving customers
meaningful information.

Data Collection. In the cloud computing environment, the
data collection consists of three steps, namely, data capture,
data filtering, and data classification. Through these three
steps, original data flow deals with customer meaningful
data [20]. After capturing the data, it needs to filter and
remove some useless information and categorize the rest.
Then the classification of the data is sent to the preprocessing
part.

Data Preprocessing. Data preprocessing includes several
methods, that is, data cleaning, data integration, data trans-
formation, and data reduction [21]. After selecting appropri-
ate attributes as the data mining attributes from the original
data, the principle of selection process should refer to giving
attribute names and attribute values as clear meaning as
possible, unifying multiple data source attribute code, and
removing the unique attribute. So it can select the appropriate
monitoring data for analysis.

Data Analysis. Data collection model must be established
with relevant functions and appropriate conditions. Firstly,
the data acquisition model needs to understand the expected
results. Measuring and verifying the initial model are also
required. According to the validation results, the model will
be effectively adjusted. Secondly, the data acquisition model
needs to be practical. At last, the causal relationship between
the data will be revealed in order to make the collected data
statistically significant. The establishment of the data model
also needs to be improved continuously.

(1) The length of the sliding window is 𝑛; multiple
measures for monitored data are collected as 𝑥 =(𝑥1, 𝑥2, . . . , 𝑥𝑚), among which each collected moni-
toring data includes 𝑚 metrics. The operation and
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maintenance personnel can set 𝑚 value according to
their needs.Here,𝑚 is a positive integer;𝑥𝑖 is the value
of the 𝑖th metric. The monitored data slides into the
sliding window in the order of time. Monitored data
in the sliding window form the matrix 𝐴𝑛𝑚 (𝑛 rows
and𝑚 columns).

(2) Each column of 𝐴𝑛𝑚 is standardized with a mean of
0 and the variance of 1. 𝑍𝑖 = (𝑥𝑖 − 𝑢𝑖)/𝜎𝑖, 𝑢𝑖 is the
mean of the 𝑖th column data set, and 𝜎𝑖 is the standard
deviation of the 𝑖th column data set.

(3) The covariance matrix is obtained:

𝐶 = [[[[[
𝜎211 ⋅ ⋅ ⋅ 𝜎21𝑚... d

...𝜎2𝑚1 ⋅ ⋅ ⋅ 𝜎2𝑚𝑚
]]]]] . (1)

(4) Calculate the eigenvector of 𝐶, the main direction of
the data distribution 󳨀→𝑢 .

(5) When newmonitored data arrives, in order to enlarge
the influence of outliers on the main direction of
change, the sample will be copied 𝑛𝑟 times, 𝑟 ∈[0, 1], which is a copy of the current samples with the
current sample size. The proportion of the updated
matrices are shown as follows:𝐴 = 𝐴 ∪ {𝑥𝑡, 𝑥𝑡, . . . , 𝑥𝑡} . (2)

(6) Update matrix mean and covariance matrix:𝑢 = (𝑢 + 𝑟𝑥𝑡)/(1 + 𝑟). Update the eigenvector in the
main direction: 𝑢𝑡 = ∑𝐴 𝑢󵄩󵄩󵄩󵄩∑𝐴 𝑢󵄩󵄩󵄩󵄩 . (3)

(7) Evaluate abnormality of newly collected monitored
data by using cosine similarity. The lower the similar-
ity between the two main eigenvectors, the larger the
deviation and the higher the abnormality. This paper
describes the degree of anomaly:

AutoCos = 𝑢𝑡 ⋅ 𝑢󵄩󵄩󵄩󵄩𝑢𝑡󵄩󵄩󵄩󵄩 × ‖𝑢‖ . (4)

In this formula, “⋅” represents the dot product.
Data Storage. Data storage is the most important security
issue, which needs to be addressed to ensure the integrity of
the data. The access to data can only be granted to those with
right authority.

3.3. Monitored Data Analysis. When the traditional mining
algorithm is used to excavate the frequent abnormal data,
it cannot identify the abnormal data of frequent abnormal-
ities, and there is a big problem of frequent anomaly of
data mining. Based on the historical monitored data, the
data analysis module establishes the correlation between

the metrics to form the metric graph, so that the degree
of importance of the metric can be evaluated. A mining
method for anomaly data based on the improved chaos
algorithm is proposed.The eigenvector of themonitored data
is calculated to quantify the system anomalies. Firstly, the
data source in the observed cloud computing environment
is fused to the partial least squares method to be cleaned
and dimensionless processed, and a normalized data matrix,
as well as a normalized dimension vector, is obtained. The
matrix and the vector are defined respectively.The anomalous
data predicting variables and the determinants are observed,
and the principal component analysis is extracted to establish
the linear regression equation of the data source in the
cloud computing environment. The concrete steps are as fol-
lows:

(1) We will fuse the observed data to partial least squares,
so that the original data can be the cleaned with
nondimension. The formula is as follows:𝑥∗𝑖𝑗 = 𝑥𝑖𝑗 − 𝑥𝑗√𝑆𝑗𝑆 (𝐷) ,

𝑦∗𝑖 = 𝑦𝑖 − 𝑦√𝑆𝑦 × 𝑥∗𝑖𝑗.
(5)

Here,𝑥𝑖𝑗 is state space of data source in the cloud com-
puting environment with intrinsic mode function, 𝑆𝑗
represents weight vector of each data in the cloud
computing environment, 𝑆𝑦 represents the steady-
state probability of the global data in the cloud
computing environment,𝑦𝑖 represents amultivariable
time series of given exception data, 𝑦 represents the
local thinning ratio, 𝑥∗𝑖𝑗 represents the source data
after cleaning in the cloud computing environment,
and 𝑦∗𝑖 represents dimensionless processing of data
source in cloud computing environment.

(2) We calculate the standardized data matrix and the
normalized dimensional vector and provide the data
basis for the main component analysis in the next
step. We obtain a normalized matrix of 𝑚 × 𝑛 order
represented by 𝑋0 and the 𝑚-dimensional vector
represented by 𝑌0, as follows:

𝑌0 = 𝑦𝑖∗ × [[[[[[[
𝑦1∗𝑦2∗...𝑦𝑚∗
]]]]]]]
,

𝑋0 = (𝑥∗11 ⋅ ⋅ ⋅ 𝑥∗1𝑛... d
...𝑥∗𝑚1 ⋅ ⋅ ⋅ 𝑥∗𝑚𝑛)×𝑌0.

(6)

𝑦1∗, 𝑦2∗, and 𝑦𝑚∗ represent the main elements of𝑌0, and 𝑥∗11, 𝑥∗1𝑛, 𝑥∗𝑚1, and 𝑥∗𝑚𝑛 represent the main
elements of𝑋0.



6 Journal of Electrical and Computer Engineering

(3) 𝑋0 and 𝑌0 are defined, respectively, as the results
of observation value standardization for prediction
variables and the determinant of frequent abnormal
data in cloud computing environment. The principal
component analysis and extraction will be carried on.
The following two formulas are used, respectively, to
extract principal components𝑌0 and𝑋0 of𝑌1 and𝑋1,
making𝑋1 maximally reflect 𝑌1, implementing prin-
cipal component extraction.The calculation formulas
are as follows: 𝑌1 = 𝑡1 (𝑋0𝜔1)𝑌0 ,

𝑋1 = 𝑃1 ⊗ 𝑋𝑇0 𝑡1𝑌1 , (7)

where 𝑃1 is the frequent abnormal data on behalf of
the cloud computing environment,𝑋𝑇0 represents the
eigenvalue vector data of frequent abnormalities in
cloud computing environment, 𝜔1 is the similarity of
characteristic value for frequent abnormal data, and 𝑡1
represents the time complexity of the decomposition
of matrix𝑋0.

(4) After extracting the principal components, we need
to establish the regression equation of the source data
in cloud computing environment.The expression is as
follows:(𝑥∗, 𝑦∗) = 𝑋1 × 𝛼1𝑥1 + 𝛼2 + 𝑥2∗ + 𝛼𝑝 + 𝑥𝑝∗𝜛1 . (8)

(𝑥∗, 𝑦∗) is the linear regression coefficient of data
in cloud computing environment, 𝛼1, 𝛼2, and 𝛼𝑝
represent relevance between dependent variable and
each variable of frequent abnormal data, and 𝑥2∗ and𝑥𝑝∗ represent the correlation between the frequent
abnormal data variables.

3.4. Policy Response Method. The nature of the services
provided by the cloud computing platform is the Internet
access service.Most of the existingmethods use the stochastic
process model of typical telecommunication access-Poisson
process as the basis of system resource scheduling optimiza-
tion. Poisson process is a class of the most basic independent
process in describing random events, in which the time
interval of events is considered to be independent random
variables, equivalent to an update process [22]. The typical
Poisson process is expressed as𝑃 (𝑁 (𝑡) − 𝑁 (𝑡 − 𝑠) = 𝑛)

= 𝑒−𝜆[(𝑡−(𝑡−𝑠))] [𝜆𝑡 − 𝜆 (𝑡 − 𝑠)]𝑛𝑛! . (9)

In (9), 𝑁(𝑡) is the number of events occurring between
0 and 𝑡, and 𝜆 is the intensity of the event. In the Internet
access services, they can be seen as the number and access
strength of Internet services access at time 𝑡;𝑁(𝑡) − 𝑁(𝑡 − 𝑠)
is the increment of the number of Internet access services in
the time [𝑡 − 𝑠, 𝑡).

When the data module is abnormal, it will be sent
to the corresponding module of the strategy. The Poisson
distribution process is the classical fault prediction model
of the reliability engineering. Conventionally, the historical
fault data is used to predict the time of the next failure.
However, this paper improves the model and introduces the
anomaly evaluation to replace the historical fault data and
predict the next system failure time. In this way, by assessing
the degree of system anomalies, the instantaneous error can
be responded to in a timely manner; the monitoring cycle
is immediately adjusted to the minimum. The cumulative
error can be adjusted according to the degree of abnormal
monitoring cycle. We set the probability of a system failure
as 𝐹(𝑡) = 𝑤. Then you can calculate the time interval of next
failure:𝑡 = − ln(1 − 𝑤)/𝜆, so the current monitoring period can
be adjusted to

𝑇 = {{{{{{{{{{{
𝑇𝛽, 0 ≤ 𝑠𝑡 < 𝛽− ln (1 − 𝑠𝑡)𝜆 + 𝑒, 𝛽 ≤ 𝑠𝑡 ≤ 𝛼𝑇𝛼, 𝛼 < 𝑠𝑡 ≤ 1. (10)

In (10), 𝑇𝛽 is the minimum monitoring period, 𝑇𝛼 is the
maximummonitoring period, and 𝜆 and 𝑒 are the adjustment
parameters. According to the analysis of the function, we find
that, if the monitoring cycle is set between the maximum and
the minimum monitoring cycle, abnormal monitoring cycle
shortens with the increase in the degree of abnormal system,
and the shortness degree increases with the range of increase
degree of abnormal monitoring cycle.That is to say, the more
serious the abnormality is, the shorter the monitoring period
is, which the desired result is.

4. Experiments and Simulation

In order to further verify the feasibility and rationality of
the autonomous monitoring model based on autonomic
computing, a simulation experiment is carried out. MAT-
LAB software is used to build the frequent abnormal data
simulation platform in the cloud computing environment.
The computer simulation platform configuration includes
Intel (R) Core (TM) i3-2130 3.4GHz CPU, 4.00GB memory,
windows 10 professional 64-bit operating system, MATLAB
2014b. The cloud platform is built on four different operating
system application servers. The experimental environment
includesHuawei S9303multilayer routing switch andMySQL
database server to provide data operation.

4.1. Experiment Procedure. In the monitoring of data collec-
tion, we monitor three kinds of resource types, shown in
Table 1. In this paper, we use sliding window technology to
temporarily store the monitoring data, mainly to achieve two
functions.The first function is to calculate the current sliding
window in the vector set of eigenvectors, compared with
the reference feature vector to detect the fault. The second
one is to learn the new load mode according to current
sliding window in the load vector set, so that the exception
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Table 1: Critical monitoring metrics.

Resource type Interpretation Metric
CPU The system calls the CPU time slice system cpu usage

Internet Number of packets received r packets
Number of packets sent s packets

Data content Integrity inf com

Table 2: Frequent abnormal data mining performance.

Number of
experiments
(times)

Accuracy
rate (%)

Error rate
(%) Reliability rate (%)

20 98.2 0.2 98.6
30 97.7 0.1 97.0
40 98.1 0.1 98.3
50 98.2 0.1 98.6
60 98.2 0.1 98.6

in the specific load mode can be detected. When the new
monitored data arrives at the end of the sliding window, the
larger the length of the first window of the monitoring data
to delete is, the more obvious the abnormal performance
will be and the better the timeliness of abnormal detection
will be. This results in a higher false negative rate. On the
contrary, the smaller the window length is, the more obvious
the failure performance will be and the greater the impact
of noise monitored data will be. The results are in a higher
false alarm rate.The experimental results show that when the
window length is 17–23, the detection effect is ideal with little
difference. So we will set the sliding window size to 20 in this
experiment.

In this experiment, the number of concurrent steps
between 0 and 2 can be gradually increased to 300. When
the number of concurrent steps is set to 5 minutes, and the
experiment lasts 500 minutes, then 100 sets of data can be
acquired. In the experiment, set the sliding window length
to 20. The first 20 data sets in the main direction of the
PCA (Principal Component Analysis) feature vector are the
benchmark training data, and then the data can be used as an
online fault detection.

Based on the improved chaos algorithm, the anomaly data
mining method is used to simulate the frequent abnormal
data in the cloud environment. The mining accuracy and
the mining error rate are compared with different sets
of experimental times so as to measure the effectiveness,
referring to Table 2.

4.2. Results Analysis. When data analysis is carried out under
unchanged condition of load model, the experimental results
are shown in Figure 3. It shows that the abscissa is concurrent
number and the coordinate is the abnormal degree (1 −|correlation|) with values between 0 and 1. The maximum of
abnormal degree is 1, which means that there is a problem
in cloud data. The minimum value is 0, implying that cloud
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Figure 3: Abnormal degree change with concurrency.
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Figure 4: Monitoring period adjustment.

data is normal. In the constant load model, when there is
a concurrent number, there is no phenomenon of normal
monitoring data to detect anomalies mistakenly. Therefore,
the number of concurrent dynamic change situations has
good adaptability.

According to the experimental results in this paper, the
maximum andminimummonitoring cycles are, respectively,
set to 300 seconds and 10 seconds. Initial system abnormal
value is 0, and the biggest monitoring cycle is 300 seconds.
When the cloud data situation changes, then the monitoring
period is adjusted accordingly. When the cycle of sample
point is short and the monitoring cost is larger, for example,
when the sample point is no more than 20, Figure 4 shows
that no matter how the situation changes, monitoring time
and the basic monitoring price remain unchanged.
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Repeated experiments show that when the degree of
network anomaly is low, themethod of dynamically adjusting
the monitoring period makes the monitoring system adopt
a large monitoring period, reduce the number of data col-
lection, reduce the unnecessary overhead, and dynamically
adjust the monitoring period to send the network traffic
below fixed detection cyclemethod.Therefore, themodel can
be adjusted according to the amount of data in cloud platform
monitoring cycle, to reduce the monitoring cost.

5. Conclusion and Further Work

Data security in cloud platform is an ongoing challenging
issue. We draw lessons from the working mechanism of
autonomic computing system and the idea of abnormal
data mining. Then we propose a data security monitoring
method based on autonomic computing. This method mon-
itors changes of data in the cloud platforms, to ensure the
security of these. Simulation results show that the cost can
be reduced with the architecture of integrated modules of
data collection, analysis,monitoring service, and data volume
based monitoring cycle adjustment. However, the ability of
repairing the attacked data is not taken into account in
the proposed method yet. Therefore, the research on data
recovery and related implementation will be considered in
the future work.
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