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ABSTRACT
The rise of misinformation online and offline reveals the erosion of long-standing institutional bulwarks against its propagation
in the digitized era. Concerns over the problem are global and the impact is long-lasting. The past few decades have witnessed the
critical role ofmisinformation detection in enhancing public trust and social stability. However, it remains a challenging problem
for the Natural Language Processing community. This paper discusses the main issues of misinformation and its detection with
a comprehensive review on representative works in terms of detection methods, feature representations, evaluation metrics and
reference datasets. Advantages and disadvantages of the key techniques are also addressedwith focuses on content-based analysis
and predicative modeling. Alternative solutions to anti-misinformation imply a trend of hybrid multi-modal representation,
multi-source data and multi-facet inference, e.g., leveraging the language complexity. In spite of decades’ efforts, the dynamic
and evolving nature of misrepresented information across different domains, languages, cultures and time spans determines the
openness and uncertainty of this restless adventure in the future.
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1. INTRODUCTION

Information is crucial for human’s decision-making and has impact
on life behaviors. Early information exchanges happened in inter-
active communications through daily conversations, or come from
traditional media (e.g., books, newspapers, radio and television).
Such information is more trustful as it is either self-vetted or con-
trolled by authorities. Nowadays, people are exposed to massive
information through a variety of sources (e.g., web pages, blogs,
posts), especially with the popularity of Internet and social media
platforms. The easiness of Internet access has caused the explo-
sive growth of all sorts of misinformation, e.g., rumor, deception,
hoaxes, fake news, spamopinion,which diffuses rapidly anduncon-
trollably in the human society. The erosion of misinformation to
democracy, justice, and public trust becomes a global problem,
which has gained an increasing number of research interests in its
detection as well as the combat toward its propagation among a
wide range of communities [1–8].

The inhibition of misinformation dissemination is never easy. One
essential problem for anti-misinformation is the identification of
information credibility. In the conventional journalism time, infor-
mation credibility is established through esteemed publishers and
the refereeing process. Nowadays, the credibility of information
varies enormously, which can be true, false or has different degrees
of reliability. Users of any kinds, prestigious or notorious, can freely
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post almost any information online and spread it without any cost.
This should be alerted that rampant misinformation, especially
maliciously fabricated news, poses great risks to the society, harms
the public trust, misleads people’s decision-making and may even
lead to global tragedies. An example is the salt panic in China in
2011 which was caused by the rumor about salt radiation due to the
Fukushima nuclear disaster. More examples include the recent con-
secutive cases of telecommunications scams, the medical scandal
on the web, and the spread of false information about candidates of
presidential election [9,10].

Various approaches, including human-crafted rules, traditional
machine learningmodels, andneural networks, have been exploited
to detect misinformation in an automatic way. With a broad defini-
tion, misinformation detection is the task of assessing the appropri-
ateness (truthfulness/credibility/veracity/authenticity) of claims in
a piece of information using a multidisciplinary approach. It could
be investigated fromvarious perspectives, such asDataMining [11],
Social Media Pragmatics [12,13], Linguistic Analysis [9], Psycho-
logical Experiments [14] and Natural Language Processing (NLP)
[15]. Although efforts have beenmade for decades, misinformation
detection remains a challenging problemdue to limited datasets and
lack of standard assessment of the diversified nature ofmisinforma-
tion. In this paper, we survey automated misinformation detection
from the perspective of NLP with a comprehensive review of mis-
information analysis, detection and inhibition by introducing the
key methods, features, models and datasets for standard reference.
It also elicits the challenges and opportunities with implications for
future NLP research on this subject area.

https://doi.org/10.2991/nlpr.d.200522.001
https://www.atlantis-press.com/journals/nlpr/
https://orcid.org/0000-0002-4769-2812
https://orcid.org/0000-0002-8526-5520
http://creativecommons.org/licenses/by-nc/4.0/


2 Q. Su et al. / Natural Language Processing Research 1(1-2) 1–13

1.1. Elaboration on Similar Concepts

Misinformation refers to misrepresented information in a macro
aspect, including a series of fabricated, misleading, false, fake,
deceptive or distorted information. It is usually created by infor-
mation creators with malicious intentions for achieving certain
purposes. As such, the credibility of the information is usually
undermined. Under the common umbrella of conveying misrep-
resented information, it closely relates to several similar concepts,
such as fake news, rumor, deception, hoaxes, spam opinion etc.
Despite being similar, there exists salient differences among them
in terms of the degrees of wrongness, the contexts of usage and
the functions of serving for different propagation purposes.
Below will address the main concepts of the several varieties of
misinformation.

Deception is generally defined as an intentionally misleading state-
ment [16], as a means of conceptualizing deceptive communica-
tion both implicitly [1] and explicitly [17]. A deceptive behavior
normally shows the following two characteristics: (a) the deceiver
transmitting a false message (while hiding the true information)
and (b) the act being intentional. Notably, unintentional behavior
that leads to an untrue belief, such as honest mistakes, or misre-
membering, is not considered as deception [2].

Fake news is differentiated by the content that mimics news media
in form but not in editorial processes [18]. This definition empha-
sizes two main characteristics of fake news: the false content of the
news and the lack of editorial norms and processes for credibility
control. Fake news may be misleading or even harmful, especially
when they are disconnected from their original sources and con-
texts. Fake news detection has been investigated for decades and
remains a popular issue in NLP, but there is still no congruent defi-
nition of “fake news,”which is sometimes interchangeably usedwith
phony press releases, hoaxes, rumor and opinion spam.

Opinion spam, also called review spam, are fabricated reviews that
range from self-promotions to false announcements of the reviewed
product, to deliberately mislead consumers to buy or avoid the
product. According to Shu et al. [11], deceptive opinion spam has
two distinct variations: hyper spam, where unwarranted positive
reviews are given to products in order to unfairly promote them,
and defaming spam, which gives unjustified negative reviews to
competing products in order to damage their reputations.

A rumor is defined as a piece of circulating information whose
veracity status is yet to be verified at the time of spreading. The func-
tion of a rumor is to make sense of an ambiguous situation, and
the truthfulness value could be true, false or unverified [11]. Dif-
ferent from fake news, which usually refers to public news events
that can be verified as true or false, rumors may include long-term
rumors, such as conspiracy theories, as well as short-term emerging
rumors.

Although misinformation is usually created and propagated inten-
tionally, it is difficult to detect the intention of information creators
due to the insufficient information of such metadata in most pub-
licly available datasets. The research scope will be focused on the
measurement and detection of the veracity/credibility of informa-
tion with license to existing NLP technologies and released datasets
which can help verify the information as true or false or partially
true in a certain scale.

1.2. Related Tasks

In misinformation detection, there are some related tasks which
can facilitate the identification process and help improve the per-
formance to a certain degree. These tasks include stance detection,
abstractive summarization, fact checking, rumor detection and
sentiment analysis.

Stance detection is the task of assessing whether a document sup-
ports or opposes a specific claim. It aims to assess the consis-
tency between a document and a claim rather than the veracity
of information, which can help search evidence from a document
[19] and extract credibility features for misinformation detection.
Recent research has found that misinformation tends to provoke
controversies compared to facts [20,21], thus there can be many
obviously opposing responses to misinformation during its prop-
agation [3,22]. Therefore, stance detection of responses can serve
as a complementary credibility feature for misinformation detec-
tion. For instance, Wu et al. [23] design a sifted multi-task learn-
ing method to selectively capture valuable shared features between
stance detection task and misinformation detection, by exploring
a selected sharing layer relying on gate mechanism and attention
mechanism, which achieves the state-of-the-art performance on
two public datasets (RumourEval and PHEME).

Abstractive summarization is also a relevant task that can be use-
ful for facilitating misinformation detection. Specifically, the sum-
marization model can be applied to identify the central claims of
the input texts and serves as a feature extractor prior to misinfor-
mation detection. For example, Esmaeilzadeh et al. [24] use a text
summarization model to first summarize an article and then input
the summarized sequences into a RNN-based neural network to do
misinformation detection. The experimental results are compared
against the task using only the original texts, and finally demon-
strate higher performance.

Fact checking is the task of assessing the truthfulness of claims
especially made by public figures such as politicians [25]. Usually,
there is no clear distinction between misinformation detection and
fact checking since both of them aim to assess the truthfulness of
claims, thoughmisinformation detection usually focuses on certain
pieces of information while fact checking is broader [26]. However,
fact checking can also be a relevant task of misinformation detec-
tion when a piece of information contains claims that need to be
verified as true or false.

Rumor detection is often confused with fake news detection, since
rumor refers to a statement consisting of unverified information at
the posting time. Rumor detection task is then defined as separat-
ing personal statements into rumor or nonrumor [27]. Thus, rumor
detection can also serve as another relevant task of misinformation
detection to first detect worth-checking statements prior to classify-
ing the statement as true or false. This can help mitigate the impact
that subjective opinions or feelings have on the selection of state-
ments that need to be further verified.

Sentiment analysis is the task of extracting emotions from texts or
user stances. The sentiment in the true and misrepresented infor-
mation can be different, since publishers of misinformation focus
more on the degree to impress the audience and the spreading speed
of the information. Thus, misinformation typically either contains
intense emotion which could easily resonate with the public, or
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controversial statements aiming to evoke intense emotion among
receivers. Thus, misinformation detection can also utilize emotion
analysis through both the content and user comments. Guo et al.
[28] propose a Emotion-based misinformation Detection frame-
work to learn content- and comment-emotion representations for
publishers and users respectively so as to exploit content and social
emotions simultaneously for misinformation detection.

1.3. An Overview of the Survey

This survey aims to present a comprehensive review on studying
misinformation in terms of its characteristics and detection meth-
ods. It first introduces the related concepts and highlights the signif-
icance of misinformation detection. It then uses a two-dimensional
model to decompose this task: the internal dimension of descrip-
tive analysis (i.e., the characterization of low-credibility informa-
tion) and the external dimension of predictive modeling (i.e., the
automatic detection of misinformation). In particular, the publicly
available datasets and the state-of-the-art technologies are reviewed
in terms of the detection approaches, feature representations and
model construction. Finally, challenges of misinformation detec-
tion are summarized andnewprospects are provided for futuremis-
information detection works.

2. DATASETS

Nowadays, information can be collected from diverse sources, such
as social media websites, search engines and news agency home-
pages. Dataset construction is one of the major challenges for
automatic misinformation detection due to the limitations on the
availability and the quality of the data as well as the cost for anno-
tations especially for supervised learning. Annotations of datasets
for misinformation detection need to specify whether one piece of
article, claim or statement is true or false based on the ground truth.
Generally, annotations can be made through the following ways:
Expert journalists, Fact-checking websites (e.g., PolitiFact, Snopes),
Industry detectors andCrowd-sourcing workers. Depending on the
content forms, datasets formisinformation detection can be catego-
rized as containing short statements, posts on social network sites
(SNSs) and entire articles. Table 1 shows a collection of benchmark
datasets for misinformation detection.

2.1. Datasets with Short Statements

LIAR: This dataset is collected from fact-checking website Poli-
tiFact through its API [29]. It is annotated with six fine-grained

classes and comprises 12,836 annotated short statements reported
during the year of 2007 to 2016 along with various information
about the speaker. These short statements are sampled from various
contexts, such as news releases, TV or radio interviews, campaign
speeches, etc. In the dataset, each row of the data contains a short
statement, a label of credibility, the subject, the context of the state-
ment and 10 other columns corresponding to various information
about the speaker, such as the speaker’s statement history and party
affiliation.

FEVER: This dataset provides related evidence to short claims for
misinformation detection. It contains 185,445 claims collected from
Wikipedia. Each claim is labeled as “Supported,” “Refuted” or “Not
Enough Info.” Thus, based on FEVER, a detection system can pre-
dict the truthfulness of a claim with the evidence so as to achieve
better performance. However, the type of facts and evidence from
Wikipedia may exhibit some stylistic differences from those in real
scenarios and cannot be fully applied to real-world data.

2.2. Datasets with Posts on SNSs

BuzzFeedNews:This dataset collects 2,282 posts published in Face-
book from 9 news agencies during the 2016 U.S. election. Each
claim in every post is fact-checked by 5 BuzzFeed journalists. This
dataset is further enriched in [30] by adding the linked articles,
attachedmedia and relevantmetadata. It contains 1,627 articles: 826
mainstream, 356 left-wing and 545 right-wing.

BuzzFace: Santia and Williams [31] extends the BuzzFeed dataset
with the comments related to news articles on Facebook. It contains
2,263 news articles and 1.6 million comments.

PHEME: This dataset [21] is collected from Twitter conversation
threads, including 6,425 Twitter threads and covering nine news-
worthy events such as the Ferguson unrest, the shooting at Charlie
Hebdo, etc. A conversation thread consists of a tweet making a true
and false claim, and a series of replies. Thus, the dataset has differ-
ent levels of annotations including the thread level and the tweet
level. The annotation labels are true, false, unverified.

RumourEval: This dataset is similar to PHEME in terms of the
data structure, covering content and annotation scheme. Simi-
lar to PHEME, the dataset contains Twitter conversation threads
associated with different newsworthy events. It also has the same
annotation labels of threads and tweets. However, RumourEval only
contains 325 Twitter threads discussing rumors.

CREDBANK: This is a large scale crowd-sourced dataset of
approximately 60 million tweets covering 96 days starting from

Table 1 Publicly available datasets for misinformation detection.

Dataset Main Input Data Size Label Annotation Main Task

LIAR Short claims 12,836 Six-class PolitiFact Fake news detection
FEVER Short claims 185,445 Three-class Trained annotators Fact checking
BuzzFeedNews Facebook post 2,282 Four-class Journalists Fake news detection
BuzzFace Facebook post 2,263 Four-class Journalists Fake news detection
PHEME Tweet 6,425 (threads) Three-class Journalists Rumor detection
RumourEval Tweet 325 (treads) Three-class Journalists Rumor detection
CREDBANK Tweet 60 million Five-class Crowd-sourcing workers Fake news detection
BS Detector Web Post 12,999 Three-class BS Detector Reliable detection
FakeNewsNet News Articles 23,921 Fake or Real Editors Fake news detection
Fake or Real News News Articles 7,800 Fake or Real Media Fake news detection
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October 2015. The tweets in the dataset cover over 1,000 events,
with each event assessed for credibility by 30 annotators from
Amazon Mechanical Turk [32].

BS Detector: This dataset is collected from a browser exten-
sion called BS detector developed for checking information verac-
ity. The dataset contains text and metadata from 244 websites
and represents 12,999 posts in total from the past 30 days. It
searches all links on a given webpage for references to unreliable
sources by checking against a manually complied list of domains.
The labels are the outputs of BS detector, rather than human
annotators.

2.3. Datasets with Entire Articles

FakeNewsNet: This is an ongoing data collection project for fake
news detection [11,33]. It consists of headlines and body texts of
fake news articles from BuzzFeed and PolitiFact. It also collects
information about social engagements of these articles from Twit-
ter, such as the user-news relationships, user-user social networks
and user profiles, etc.

Fake or Real News: This dataset is developed by George McIntire
and the GitHub repository of the dataset includes around 7.8k news
articles with equal distribution of fake and true news and half of the
news comes from political domain.The fake news portion of this
dataset is collected from Kaggle fake news dataset comprising 2016
USA election news. The true news portion is collected from media
organizations such as the New York Times, WSJ, Bloomberg, NPR
and the Guardian in the duration of 2015 and 2016.

These are representative publicly available datasets for misinfor-
mation detection in recent years. The instances collected in these
datasets have been verified in terms of the truthfulness. However,
there are still some domain limitations of these datasets. For exam-
ple, the datasets containing posts on SNSs are limited to a small
range of topics and are more frequently used for rumor detec-
tion. Instead, datasets consisting of news articles from various pub-
lishers [34] are good resources for fake news detection against
traditional new media articles. It is also noteworthy that a dataset
without aggregate labels is simply based on website source, which
is more ore less a website classification task [15].

3. A TWO-DIMENSIONAL APPROACH

Researches and surveys about misinformation detection are mani-
fold, ranging from analytical investigations to predictivemodelling.
These works can be generalized as utilizing a two-dimensional way
of studying misinformation: 1) the internal dimension highlights
the observation process of characterizing the intrinsic properties of
misinformation in comparison to true information; 2) the external
dimension highlights the detection process of predicting the fake
types/degrees with the modelling of various information represen-
tations. The two dimensions aremutually defined and represent the
two main streams of studies in misinformation detection, as illus-
trated in Figure 1 below.

3.1. Observation and Characterization

The observation process carries an analytic merit of uncovering the
unique properties, content features, propagation patterns of misin-
formation compared with true information. Although misinforma-
tion creatorsmay attempt to control what they are saying, “language
leakage” occurs with certain verbal aspects that are hard to moni-
tor such as frequencies and patterns of pronouns, conjunctions and
negative emotion word usage [35]. The goal in the internal dimen-
sion is to look for such instances of leakage or, so called “predictive
deception cues” found in the content of amessage. Choosing appro-
priate characterizing properties is an important function in estab-
lishing information credibility.

For example, a study published on Science reveals the difference
in terms of the diffusion patterns between false and true informa-
tion and found that false information diffuses farther, faster, deeper
and more broadly in social networks on media platforms than true
information in all categories, especially for political fake news [36].
One explanation is that false information is more novel than true
information, appealing users to be more likely to share. In the work
of Newman et al. [35], they found that misrepresented information
employs a higher proportion of negative emotion verbs (e.g., hate,
worthless, envy), or cognitive complexity features, such as exclusive
words (e.g., without, except, but) or motion words (e.g., walk,move,
go) which effectively points to the deceptive behavior even when
the liar deliberately avoids being detected. More linguistic observa-
tions can be found in Su [9] that low-credibility information tends

Figure 1 A two-dimensional approach of studying misinformation.
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to be flagged by epistemic markers, impersonal views, stance mark-
ers, negations or discourse markers which demonstrate the uncer-
tainty of information. These studies are informative in the analysis
of misinformation characterizations and have provided important
implications for more accurate misinformation detection.

3.1.1. Characterizing features

Real-world deceptive situations are high-stakes, where there is
much to be gained or lost if deception succeeds or fails; it is hypoth-
esized that these conditions are more likely to elicit salient cues to
deception. Current studies tend to employ more text-based cues
instead of nonverbal ones. For example, existing meta-analysis
of verbal and nonverbal cues for deception deception shows
that verbal cues are more reliable, robust and cost-effective than
nonverbal cues [37]. However, it is noted that simple content-
related n-grams and shallow part-of-speech (POS) tagging have
proven insufficient for the detection task, often failing to account for
important context information. Rather, these methods have been
proven useful only when combined with more complex methods of
analysis. Deep Syntax analysis, e.g., using Probabilistic Context Free
Grammars (PCFG) has been proven particularly valuable in combi-
nation with n-gram methods [38]. In the following subsection, we
will give a general review on the commonly used feature represen-
tations for misinformation detection.

TF-IDF: The most frequently adopted feature set is the vector-
ized Term Frequency-Inverse Document Frequency (TF-IDF) of n-
grams. This is a weightedmeasure of how often a particular n-gram
occurs in a document relative to how often n-gram occurs across
all documents in a corpus. These patterns will be highly sensitive
to the particular news cycle. Usually TF-IDF is calculated for each
n-gram within each document and built for a sparse matrix of the
resulting features. It can also be applied to any other types of fea-
tures with the retain of frequency information.

Knowledge Representations: In addition to n-grams, information
can be represented by the knowledge extracted from it. Knowledge
here is usually defined as a set of triple tuple containing Subject,
Predicate and Object (SPO) extracted from texts. For instance, the
SPO tuple (DonaldTrump, Profession, President) is the extracted
knowledge from the sentence Donald Trump is the president of the
U.S., and it can represent the content of the sentence. When detect-
ing misinformation, knowledge within a Knowledge Graph (KG)
or a Knowledge base (KB) is regarded as ground truth datasets
containing massive manually-processed relational knowledge from
the open Web. Specifically, the detection process is to evaluate the
truthfulness of information by checking the compatibility of knowl-
edge extracted from the content in comparison to the gold knowl-
edge representations.

However, there are some deficiencies of the knowledge-based
approach to detect misinformation. First, knowledge within a
KG or a KB is far from complete and thus it demands further
post-processing approaches for knowledge inference (e.g., [39,40]).
Second, as the information online keeps changing instantly, the
knowledge within a KG or a KB should also be timely updated.
In this case, problems will reside in the construction of such
resources when applying the knowledge-based approach to detect
misinformation.

Domain-specific Features: Domain-specific features are specifi-
cally aligned to certain domains, such as quoted words, external
links, number of graphs and the average length of graphs, etc.
Moreover, other features can be specifically designed to capture
the deceptive cues in writing styles to differentiate misinformation,
such as lying detection features. Inspired by psychological theories
such as Undeutsch hypothesis [41] for deception analysis, misinfor-
mation is considered as potentially different in writing style from
true information. Thus, information content can also be repre-
sented by its writing style at multi-levels. Such representation then
can be utilized as features to predict misinformation using machine
learning methods.

LatentRepresentation:Viamatrix or tensor factorization or neural
network models in deep learning (e.g., CNN, RNN, LSTM, atten-
tion network, memory network, etc.), latent features of information
content can be extracted automatically without hand-crafted fea-
tures. Such representation methods save time and labor compared
to feature engineering, but the selection or extraction of latent fea-
tures is often driven by prior experience or techniques without suf-
ficient theoretical basis. Therefore, it is challenging to understand
and interpret the generated features learned by latent representa-
tion methods.

Linguistic Cues: Recently, researchers have become increasingly
interested in the linguistic devices by which information quality
is encoded. A variety of linguistic cues that might be associated
with perceived information quality have been identified. Linguistic-
based features are extracted from the text content in terms of
document organizations from different levels, such as characters,
words, sentences and documents. These cues act as an essential
basis for the automatic detection of high-credibility information. It
is therefore reasonable to exploit linguistic features that capture the
different linguistic properties and sensational headlines to detect
misinformation. To capture the intrinsic properties of misinforma-
tion, existing works mainly investigate common linguistic features
including

• Lexical Features: Lexical features include character level and
word-level features mainly based on the Linguistic Inquiry and
Word Count (LIWC) (e.g. [30,42]). For word sequences,
pre-trained word embedding vectors such as word2vec [43]
and GloVe [44] are commonly used. Among lexical features,
the simplest method of representing texts is the “bag-of-words”
approach, which regard each word as a single, equally
significant unit. For the bag-of-words approach, individual
words or “n-grams” (multiword) frequencies are aggregated
and analyzed to reveal cues of deception. Further tagging of
words into respective lexical cues, e.g., parts of speech or
“shallow syntax” [45] affective dimensions [37] or eventuality
words [9] are all ways of providing frequency sets to reveal
linguistic cues of deception.

The simplicity of this representation also leads to its biggest
shortcoming. In addition to relying exclusively on language, the
method relies on isolated n-grams without utilizing context
information. In this method, any resolution of ambiguous word
sense remains nonexistent. Many deception detection
researchers have found this method useful in tandem with
in-depth complementary analysis.
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• Syntactic Features: Syntactic features include grammatical and
structural features, such as frequency of function words and
phrases (i.e., constituents) or punctuations and POS tagging.
Syntactic features can be further divided into shallow syntactic
features and deep syntactic features [38]. Shallow syntactic
features include the frequency of POS tags and punctuations;
whereas the deep syntactic features investigates the frequency
of productions such as rewritten rules. The rewritten rules of a
sentence within an article can be obtained based on Probability
Context Free Grammar (PCFG) parsing trees. Then the
rewritten-rule statistics can be calculated based on TF-IDF
[42]. For example, noun and verb phrases are in turn rewritten
by their syntactic constituent parts [38]. Third-party tools,
such as the Stanford Parser, AutoSlog-TS syntax analysis, assist
in the automation. However, simply syntax analysis might not
be sufficiently capable of identifying deception, and studies
often combine this approach with other linguistic or network
analysis techniques.

• Semantic Features: Inspired by fundamental theories initially
developed in forensic- and social-psychology, semantic-level
features investigate some psycho-linguistic attributes by
analyzing sentiment, informality, diversity, subjectivity [46],
cognitive and perceptual processes in the texts, as well as the
quantity information such as the total or average number of
characters, words, sentences and paragraphs. These attributes
are extracted as high-level features to detect false
information within the texts. Tools for the feature extraction
can be LIWC for the sentiment, informality, cognitive and
perceptual process analysis, and NLTK packages for diversity
and quantity analysis.

• Discourse Features: Rhetorical approach is usually applied to
extract features at discourse-level based on Rhetorical
Structure Theory (RST), which is an analytic framework to
examine the coherence of a story. Combined with Vector Space
Model (VSM), RST is often used for misinformation detection
[47]. It investigates the relative or standardized frequencies of
rhetorical relationships among sentences within a piece of
information. Through defining functional relations such as
Circumstance, Evidence and Purpose of text units, RST can
systematically identify the essential idea and analyze the
characteristics of the input text. Misinformation is then
identified according to its coherence and discourse structure.

To explain the results by RST, VSM is used to convert
documents/texts into vectors, which are compared to the
center of true or fake information in high-dimensional RST
space. Each dimension of the vector space indicates the
number of rhetorical relations in the text.

In addition to the rhetorical approach, Karimi and Tang [48]
propose a Hierarchical Discourse-level Structure Framework
(HDSF) for misinformation detection. HDSF automatically
learns and constructs a discourse-level structure for fake or real
articles in an end-to-end manner based on the dependency
parsing at the sentence level. Specifically, the framework learns
inter-discourse dependencies by utilizing BiLSTM network,
and then constructs discourse dependency tree and finally
learns the structural document-level representation to do
misinformation classification. Further structural analysis also

suggests that there are substantial differences in the hierarchical
discourse-level structures between true and false information.

Complexity Cues: In real-word settings, misinformation creators
may control well on strategic verbal cues (e.g., content words
and topical keywords) to anti-detect the lying behavior. Therefore,
strategic cues may become less effective for misinformation dis-
crimination. By contrast, nonstrategic cues (e.g., some function
words, emotional words and cognitive complexity words, syntactic
patterns), as a reflection of the liars’ emotional and cognitive states,
can leak out of the liar’s head in a near-unconscious way. This ren-
ders a higher chance of success in deception detection by tracing
language complexity cues. Regarding themeasurement of complex-
ity in indexing lying statements, existing studies have almost been
based on the same hypothesis: false statements are more complex
than true statements as deception is assumed to be cognitivelymore
demanding than telling the truth.

Pallotti [49] underlines the polysemy of complexity in literature
and summarizes the different notions of complexity in this field by
referring to three main meanings: 1) structural complexity, a for-
mal property of texts and linguistic systems having to do with the
number of their elements and their relational patterns; 2) cognitive
complexity, having to do with the processing costs associated with
linguistic structures and 3) developmental complexity, the order in
which linguistic structures emerge and aremastered in second (and,
possibly, first) language acquisition. The representation and com-
putation of complexity in a piece of information seems a complex
problem, which calls for a multi-facet investigation. For more dis-
cussion on computing complexity, works in addressing syntactic
complexity can be found in [50,51].

Current studies of loaning complexity device mainly focus on a
few lexical semantic categories, such as negative emotion verbs,
or cognitive complexity features, or motion words [35,52]. A vital
problem is that these are largely sparse and lexically biased for repre-
senting the full picture of a cognitively complicated event–language.
Although many studies utilized n-grams or syntactic features for
measuring structural complexity, the investigated complexity cues
are far from representing language complexity, which is compli-
cated and should not be represented from any single perspective.

3.2. Detection and Prediction

Another dimension of studying misinformation is the predicton
of various degrees/types of misinformation with machine learn-
ing algorithms based on feature representations. This has become
one of the major research interests in NLP. Existing techniques
employed for misinformation detection are varied, from super-
vised or unsupervised learning settings. In recent decades, themain
framework for misinformation detection takes it as a binary (or
multi-) classification issue with a supervised method based on a
set of pre-labelled corpus. This usually includes two phases: (i) fea-
ture conversion and (ii) model construction. The feature conver-
sion phase aims to represent the information content and related
auxiliary information in a formal mathematical structure, and the
model construction phase builds machine learning models to dif-
ferentiate misinformation from high-credibility information based
on the feature representations [11].
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Misinformation detection originally depends on the exploration
of the information content, whereas in recent years there are also
researches exploring the propagation patterns of information on
social media platforms. Thus, current approaches to misinforma-
tion detection can be generally divided into two categories: content-
based and propagation-based methods. While propagation-based
approaches mainly rely on social contexts and social engagements
of users such as the publisher-news relationship, news-user rela-
tionships, user social networks and user profiles, NLP techniques
and methods are mainly applied to explore the content of misinfor-
mation. As such, this review focuses on content-based approaches
to misinformation detection in recent advancement of the NLP
community. Details of detection methods will be given in the fol-
lowing subsections.

3.2.1. Problem formulation

In this subsection, we present three basic categories of problem for-
mulation for misinformation detection from the NLP perspective,
which are detailed as follows:

Classification: A simplest case of misinformation detection
can be defined as a binary classification problem to predict
a piece of information as true or false. However, the binary
classification formulation is not efficient in the cases that the
information is partially real and partially fake. To address this prob-
lem, misinformation detection can also be formulated as a fine-
grained multi-classification problem by adding additional classes
to datasets. For example, LIAR consists of short political state-
ments classified as pants-fire, false, barely-true, half-true, mostly-
true and true. When using the datasets with multi-class labels, the
expected outputs are multi-class labels and the labels are learned
independently [29,34].

Regression: Misinformation detection can also be formulated as
a regression task. For example, Nakashole and Mitchell [53] for-
mulate the task by outputting a numeric score of truthfulness.
With license to regression, the evaluation can be done by calcu-
lating the difference between the predicted scores and the ground
truth scores, or using Pearson/Spearman Correlation tests. How-
ever, since the available datasets have discrete ground truth labels,
the regression formulation becomes problematic because convert-
ing the discrete labels to numeric scores seems a challenging task.

Clustering: Misinformation detection is usually formulated as
a supervised learning problem given an annotated dataset with
labels. However, real-world data is more often without any labels.
Semi-supervised and unsupervised methods are hence proposed
to develop misinformation detection systems by formulating it as
a clustering problem [4]. For instance, Guacho et al. [54] pro-
pose a semi-supervised method for content-based detection of
misinformation via tensor embeddings. They initiate the work in
representing collections of articles as multi-dimensional tensors,
leveraging tensor decomposition to derive concise article embed-
dings that capture spatial/contextual information about each arti-
cle. Yang et al. [55] propose an unsupervised method to infer the
quality of information based on the users’ credibility. They consider
users’ credibility as latent random variables which somehow reflect
their opinions toward the authenticity of information.

Among the above three formulations, most existing approaches to
misinformation detection rely on the supervised learning, which
requires an annotated gold standard dataset to train a model. How-
ever, a reliable annotated dataset with labels of misinformation
degrees is usually time-consuming and human-laboring. It often
requires expert annotators to do careful analysis with the provi-
sion of additional evidence and contexts from authoritative sources.
Thus, in real scenarios, it is more practical to learn semi-supervised
or unsupervised models given limited or no labeled dataset.

3.2.2. Algorithms and models

Many studies in misinformation detection have employed machine
learning algorithms. The major technique can be generalized as a
binary or multiple classification task with the use of predicative
modelling on features at multiple levels (see Section 3.1.1). In gen-
eral, commonly adopted models of misinformation detection in
NLP include two main categories as follows:

Statistical Models: The most commonly used statistical models
in misinformation detection are Support Vector Machine (SVM)
[56] and Naïve Bayes Classifier (NBC) [57]. The construction of
the two models is quite easy and fast, yet with outstanding perfor-
mance in most cases. When a mathematical model is sufficiently
trained from pre-labelled examples in one of two categories, it
can predict instances of future deception on the basis of numeric
clustering and distances. The use of different clustering methods
and distance functions between data points shape the accuracy of
SVM, which invites new experimentation on the net effect of these
variables. Naïve Bayes algorithms make classifications based on
accumulated evidence of the correlation between a given variable
(e.g., n-gram) and the other variables present in the model. In addi-
tion to SVM and NBC, there are many other frequently adopted
statistical models for misinformation detection, including, e.g.,
Logistic Regression (LR), K-Nearest-Neighbourhood (KNN),Deci-
sion Tree and Random Forest Classifier (RFC). They have shown
different strengths in predicting misinformation in relation to var-
ious feature representations.

For example, Gilda [58] adopted several multiple classification
algorithms, i.e., SVMs, Stochastic Gradient Descent, Gradient
Boosting, Bounded Decision Trees and Random Forests and
found that TF-IDF of bi-grams fed into a Stochastic Gradient
Descent model achieves the best performance (77.2% accuracy).
Feng, Banerjee and Choi [38] utilized syntactic cues and achieved
85%-91% accuracy in deception related classification tasks by test-
ing on online review corpora. On the basis of this work, Feng and
Hirst [59] conducted a semantic analysis with “object:descriptor”
pairs for locating semantic contradictions and got further improve-
ment of detection accuracy. Rubin, Lukoianova and Tatiana [60]
analyzed rhetorical structure using a VSM with similar success.
Ciampaglia et al. [61] employed language pattern similarity net-
works with a pre-existing KB and achieved a superior performance
over the state-of-the-art methods. These works in applying sta-
tistical models to misinformation detection tend to suggest the
effectiveness of modelling complex and deep features compared
to superficial features, such as bag-of-words. The comparison of
the features, statistical models and performances in these studies is
summarized in Table 2.
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Table 2 Studies on using statistical models.

Study Dataset Feature Model Result

Feng et al. [38] Online hotel review Syntactic feature SVM 91.0 Acc.
Feng and Hirst [59] opspamv1.3 “object:descriptor” pairs SVMperf 91.3 Acc.
Rubin et al. [47] 36 personal stories Rhetorical structure SVC 67.0 Acc.
Ciampaglia et al. [61] Three RDF datasets Knowledge graph KNN 65.0 AUC
Gilda [58] Data from Signal Media bi-grams TF-IDF SGD 72.0 Acc.

Neural Networks: Early studies on misinformation detection rely
on hand-crafted feature extraction to train machine learning
models. However, the process of feature engineering can be time-
consuming.With the advancement of neural networks, recent stud-
ies of misinformation detection have witnessed the critical role
of deep learning methods in place of traditional machine learn-
ing models. For example, Rashkin et al. [34] added LIWC to
a LSTM model which, however, performed unexpectedly worse
than the baseline, while the case for the Naive Bayes model is
improved. In addition to LSTM, recent research also proves the
efficiency of RNN-based models to represent sequential posts and
user engagements [62–64]. Many studies also adopt CNN-based
models to capture local features of texts and images [65,66]. Fur-
thermore, Generative Adversarial Networks (GANs) are often used
to obtain fundamental features for texts across different topics or
domains, which can be applied to misinformation detection in
future research. However, one major problem of deep learning
models is that they often requiremassive training data and substan-
tial training time, also for parameter tuning, and the performance
of deep learning models is usually difficult to interpret. As a sum-
mary to research in this field, we compare the features, deep learn-
ing models and top performances in some representative works
in Table 3.

3.3. Evaluation Metrics

To evaluate the performance of algorithms for misinformation
detection, various metrics have been used. In the NLP commu-
nity, the most widely used metrics for misinformation detection
include Precision, Recall, F1, and Accuracy. These metrics enable us
to evaluate the performance of a classifier from different perspec-
tives. Specifically, accuracy measures the similarity between pre-
dicted labels and the gold labels. Precision measures the fraction
of all detected misinformation that are annotated as fake, address-
ing the important problem of identifying which information is fake.
Recall is used tomeasure the sensitivity, or the fraction of annotated
misrepresented articles that are predicted to be misinformation.
F1 is used to combine precision and recall, which can provide an
overall prediction evaluation. Note that for these metrics, with the
range of 0 to 1, the higher the value, the better the performance.

In addition to the abovemetrics, the Receiver Operating Character-
istics (ROC) curve provides a way of comparing the performance
of classifiers by looking at the trade-off in the False Positive Rate
(FPR) and the True Positive Rate (TPR). The ROC curve compares
the performance of different classifiers by changing class distribu-
tions via a threshold.

Based on the ROC curve, the Area Under the Curve (AUC) value
can be computed, which measures the overall performance of how

likely the classifier is to rank the information higher than any true
news, as shown below.

AUC = ∑(n0 + n1 + 1 − ri) − n0(n0 + 1)/2
n0n1

(1)

where ri is the rank of ith false information piece and n0 (n1) is the
number of false (true) information pieces. It is worth mentioning
that AUC is more statistically consistent and more discriminating
than accuracy, and it is usually applied in an imbalanced classifica-
tion problem, where the number of ground truth fake article’s and
true articles have a very imbalanced distribution.

For an evaluation demonstration, Table 4 1 summarizes some recent
experiments using different datasets and models for misinforma-
tion detection with the measurement of Accuracy.

4. CHALLENGES AND PROSPECTS

Misinformation detection (esp. fake news detection) has attracted
a lot of research interests in NLP with promising results in recent
decades. However, it is still a challenging problem for models
to automatically detect the authenticity of information given the
diverse and dynamic nature of all sorts of misinformation online,
and this makes existing detection algorithms ineffective or not
applicable. First, misinformation is usually intentionally created to
mislead readers to believe false information, which makes it diffi-
cult and nontrivial to detect based on the verbal content. In this
regard, some studies resort to auxiliary information, such as user
social engagements and profiles on social media, to help make an
inference. Second, exploiting auxiliary information is also problem-
atic as users’ social engagementswith false informationwill produce
data that is big, incomplete, unstructured and noisy. In this section,
we bring together some open issues in misinformation detection
with implications for some directions in future research.

1The differences on the Acc. between Yang et al. [55], Karimi et al.
(2018) and Roy et al. (2018) is mainly due to the different proposed
methods, model architecture designs and the experimental settings.
For instance, Yang et al. [55] use an unsupervised method with a
Bayesian network model and an efficient collapsed Gibbs sampling
approach to infer the truths of news and the users’ credibility with-
out any labelled data. Karimi et al. (2018) propose a Multi-source
Multi-class Fake news Detection framework MMFD, which com-
bines automated feature extraction, multi-source fusion and auto-
mated degrees of fakeness detection into a coherent and interpretable
model. Roy et al. (2018) develop various deep learning models for
detecting fake news and classifying them into the pre-defined fine-
grained categories. The representations are fed into a Multi-layer Per-
ceptron Model (MLP) for the final classification.
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Table 3 Studies on using deep learning models.

Study Dataset Feature Model Result

Rashkin et al. [34] PolitiFact Lexicons in LIWC LSTM 57.0 F1 (2-class)
22.0 F1 (6-class)

Zhang et al. [64] PolitiFact Latent features Deep diffusive network 63.0 F1 (2-class)
28.0 F1 (6-class)

Ma et al. [62] Two Twitter datasets Structural and textural
properties

RNN 83.5 F1

Yang et al. [65] A news dataset Text and image information CNN 93.0 F1
Liu and Wu [66] Weibo User characteristics RNN 92.0 Acc.

Twitter 15-16 CNN 85.0 Acc.

Table 4 Recent experiments on misinformation detection.

Paper Dataset Method Acc.

Karimi and
Tang [48]

FakeNewsNet N-grams 72.37

Fake or Real
News

LIWC 70.26

RST 67.68
BiGRNN-CNN 77.06
LSTM [w + s] 80.54
LSTM [s] 73.63
HDSF 82.19

Wu et al. [5] PHEME SVM 72.18
CNN 59.23
TE 65.22
DeClarE 67.87
MTL-LSTM 74.94
TRNN 78.65
Bayesian-DL 80.33
sifted MTL 81.27

Qian et al. [67] Weibo LIWC 66.06
POS-gram 74.77
1-gram 84.76
CNN 86.23
TCNN 88.08
TCNN-URG 89.84

Yang et al. [55] LIAR Major voting 58.6
TruthFinder 63.4
LTM 64.1
CRH 63.9
UFD 75.9

Karimi et al. [68] LIAR SVM 29.98
RandomForests 27.01
NN 29.12
MMFD 38.81

Roy et al. [69] LIAR hybrid CNN 27.4
hybrid LSTM 41.5
Bi-LSTM 42.65
CNN 42.89
RNN-CNN 44.87

4.1. Address to the Content Issue

4.1.1. Identify check-worthy features

As content-only cues are insufficient and sometimes unreliable for
misinformation detection, identifying check-worthy features may
serve as an alternative way for improving the efficiency of mis-
information detection. For instance, to identify whether a given
topic or content is worth checking, analysis to the topic, website,
domain, language, culture, etc., can be a potential research direc-
tion for enhancing misinformation detection. Additionally, other
related tasks as mentioned in Section 1.2 can serve as facilitating

mechanisms to help detect misinformation, such as applying sum-
marization models to check the main idea of the information and
using stance detection to find out the argument of the information
creator, which are important cues for the classification of misinfor-
mation degrees.

4.1.2. Detect early stage propagation patterns

One of the challenging tasks for misinformation detection is to
identify misinformation at early stages before its fast propaga-
tion. Therefore, detecting misinformation at an early stage of
propagation can be a significant step to mitigate and intervene
misinformation. For example, Ramezani et al. [70] propose amodel
considering earliness both in modeling and prediction. The pro-
posed method utilizes RNN with a new loss function and a new
stopping rule. First, the context of news is embedded with a class-
specific text representation. Then, the model utilizes available pub-
lic profile of users and speed of news diffusion for early labeling
of misinformation. Their experimental results have demonstrated
the effectiveness of their model which outperforms the competitive
methods in term of accuracy while detecting in an earlier stage.

4.2. Address to the Auxiliary Issue

4.2.1. Incorporate multi-source data

Most previous research on misinformation detection mainly rely
on the content as input, but recent studies have shown that incor-
porating additional information, such as speaker profiles [71] or
social engagement data can further improve the accuracy of detec-
tion systems. A case study in Kirilin and Strube [72] shows that the
attention model pays more attention to speaker’s credibility than
a statement of claim. Long et al. [71] added speaker profiles such
as party affiliation, speaker title, location and credibility history
into LSTM model and outperformed the state-of-the-art method
by 14.5% in accuracy using a benchmark dataset. Moreover, social
engagements data also proves to be effective for misinformation
detection [11]. With the advancement of graph neural networks,
recent studies also integrate multi-source data into a graph network
[73,74]. By constructing a heterogeneous graph, the relationships
amongmulti-source data aboutmisinformation, such as the creator,
the content and the corresponding subject/theme can be learned
and updated by graph neural networks (i.e., Graph Convolutional
Network [75], Graph Attention Network [76]). However, one prob-
lem is that relying judgments on speakers, creators, publishers or
social networks may cause some risks. As Vlachos puts it, the most
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dangerous misinformation comes from the sources we trust, and
upgrading or downgrading specific sources will silence minorities’
voice [77].

4.2.2. Multi-modal representation

Social media information often contains both text and visual con-
tent (e.g., image and videos), and each has both focused and com-
plementary information. Therefore, for misinformation detection,
it is necessary to use the multi-modal detection approach by inte-
grating the text and visual information to assess the truthfulness of
the information. Among the existing works, representative meth-
ods include attRNN [78], EANN [79] and MVAE [80].

For example, Jin et al. [78] introduced multi-modal information
into fake news detection for the first time through deep neu-
ral networks. They proposed a RNN-based model (attRNN) with
attention mechanism to integrate text and visual information.
Experiments showed that this method is able to recognize misin-
formation that is difficult to discriminate by using a single modal
information. Wang et al. [79] propose an end-to-end model based
on adversarial networks. Themotivation is that many current mod-
els learn event-related features that are difficult to migrate to newly
emerged events. In this method, TextCNN is applied to extract
semantic features of the text, and VGG-19 is used to extract seman-
tic features of visual content. The multi-modal features are then
concatenated to represent the content of misinformation and also
achieved promising results. Dhruv et al. [80] argues that the sim-
ple concatenation of text and visual features is insufficient to fully
express the interaction and relation between the two modal infor-
mation. Therefore, they propose an encoding-decoding method to
construct multi-modal feature representation. In this model, the
concatenated features of texts and visual content are encoded as an
intermediate expression, and a reconstructed loss is used to ensure
that the encoded intermediate expression can be decoded back to
the original state, and then the intermediate expression vector is
used for misinformation detection.

Althoughmanymulti-modal resolutions have been sought, the cur-
rent multi-modal approach to misinformation detection faces two
major challenges. The first challenge is that high-quality anno-
tatedmulti-modalmisinformation datasets are in a scarce state. The
other challenge is that despite building larger datasets, unsupervised
or semi-supervised methods for misinformation detection should
be developed when dealing with unlabeled data.

5. CONCLUSIONS

Misinformation has been created and propagated explosively with
the popularity of Internet and social media platforms, which
has been a major issue concerning the public and individuals.
This survey has provided a comprehensive review, summariza-
tion and evaluation of recent research on misinformation detection
from the perspective of NLP. Existing datasets, features, mod-
els, performances, challenges and prospects for misinformation
detection are described in a two-dimensional way. The internal
dimension highlights the analytical virtue of research on uncov-
ering the salient characteristics of misinformation, e.g., fake news,
rumor, deception and spam opinion, which facilitates the external

dimension of studies of detecting misinformation with more dis-
criminative features. Although efforts have been pursued for
decades from various perspectives, misinformation detection
remains a difficult task for the NLP community. The dynamic,
evolving and muti-facet aspects of misinformation determines the
challenges for its definition and identification; the existing datasets
are usually domain-specific, mainly targeting the political news,
and also show limitations in terms of data size and pre-labelling,
which constrains the accuracy and reliability of misinformation
detection systems. It is reasonable to believe that the future of mis-
information detection may be directed to the construction of a
more diversified dataset which accommodates multiple indications
of source + modality + feature in one system.
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