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Abstract

The motivation of this research activity comes from the exponential increase in data demand
observed in recent years as well as the approximation of the theoretical limits of network capacity. At the
same time the process of licensing and acquiring new frequencies is expensive, time consuming and in
some cases licensing is impossible for many providers. In combination with the support of the large
volume of data caused by the new services and applications, it becomes necessary to research, implement
and test the various solutions proposed for the optimal management of networks. The dissertation is
structured in chapters and each chapter provides a detailed description and results of the conducted
research activities for achieving the overall goal of managing networks and services based on artificial
intelligence in heterogeneous broadband environments for 5th generation and beyond. Chapter 1
provides the main introduction and motivation of our work and sets the requirements of the necessary
research for managing networks and services based on artificial intelligence. Chapter 2 investigates and
evaluates mesh networks for achieving enhanced performance, even when connectivity is challenging.
Chapter 3 focuses on the modeling and analysis of management for heterogeneous infrastructure.
Chapter 4 elaborates on radio frequency resource management in a multi-provider environment with
emphasis on hierarchical radio resource management scheme. Chapter 5 discusses the notion of network
slicing and how slicing can lead to better service provisioning in demanding environments by blending
different traffic types (e.g. URLLC, eMBB etc.). Chapter 6 provides useful insights on sharing and allocation
of resources with emphasis on dynamic channel assignment for the new 5G services such as URLLC, eMBB
and mMTC. Chapter 7 elaborates on RRM issues in a multi-connection environment with emphasis on 5G
component carrier management and is being evaluated with system level simulations. In addition, the
requirements of ultra-high connection density of 10T devices in mMMTC environments are evaluated. The
research of the proposed solutions resulted in various publications, conference papers, journals, books
and in standards such as ITU for a study regarding evaluation of 5G. The last chapter provides the
conclusions of this dissertation and suggestions for future research. Specifically, this thesis presents an in-
depth analysis of solutions for better management of networks and services based on intelligent
algorithms and techniques in heterogeneous broadband environments of 5th and next generations, taking
into account the current situation and new challenges of networks. The aim was to analyze, propose and
improve the state of the art techniques to bring 5G networks one step closer to what we think it could be.
D2D / M2M, Mesh Networks, Ultra-densification, Dynamic selection channel, Network sharing, Network
slicing, Multi-connectivity / Multi link, Carrier Aggregation and the utilization of new frequencies such as
3.5 GHz and narrow band are some of the techniques that were analyzed, improved and presented,
achieving good results in all tested cases. These proposals could be further tested in a real environment
and formulated by the research community and standards to be integrated into the new versions of 3GPP
for 5G networks and future generations.
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Andonaocpa

Ta KlvnTpa AUTAC TNG EPEUVNTLKAC SPAOTNPLOTNTOC TPOEPXOVTAL ATTO TO YEYOVOC TNG EKOETIKNAG
avénong tng {ntnong SeSouévwy o mopatnpeital to TEAsUTALA XpOvia KAOBwWG KaL aTNV TPOCEYYLoN TWV
BewpnTIkWV opiwv Tou capacity Twv Siktuwv. Tautoxpova n dadikacio tng adelodoTnong Kot tng
QmOKTNONG VEWV CUXVOTATWY €lval akpLpr, XpovoBopa Kal o€ OPLOUEVEG TIEPLITTWOELG N adel0d0Tnon
glvatl aduvatn yla moAAoUg apdxouc. € GUVSUAGUO UE TNV UTTOOTHPLEN TOU pHeyAAou Oykou SeSopévwy
TIOU TIPOKOAOUVTAL ATTO TIG KALVOUPLEG UTTNPECLES Kol EPAPUOYEC, TTpayUaTONonOnke €pguva, BpEOnkay,
vAomowBnkav Kat Sokwdotnkav AUCELG yla tnv BEATotn Slaxeipion twv Siktuwv. H mapoloa
SumAwpatikr epyacio StapBpwvetal og kebahata Kal KABe kepalalo MapEXEL pLa AemTopep Teplypadn
KOl TOl armoteAéopata Twv Sle€ayOUeEVWY EPEVVNTIKWY SpOOTNPLOTATWY ylot TNV EMITEVEN TOU YEVLKOU
otoxou Olaxeiplong SIKTUWV KoL UTNPECLWY PBAOCLOUEVWY OTNV TEXVNTH VONUOOUVN OE ETEPOYEVH
gupulwvika meptBarlovta yla 5n yevid kal Petd. To Kedalalo 1 mapéxel TV KUpLO ElCAyWYN Kol TO
KlvnTpo tng epyaciag pog Kot BETEL TIC AMALTAOELS TNG amapaitntng £épeuvag yla tn dtaxeipton Siktuwy
KOl UTtnPeoLWwV Tou Bacilovtal otnv TeXVNTH vonuoaouvn. To Kedpalato 2 Siepeuva kat afloloyei Siktua
TIAEYLATOG YLa TNV eTiteUEn BEATIWHEVNG AMOS00NG, OKOWN KAl OTAV N oUVOECLUOTNTA lval SUGKOAD va
nipaypotomnotnOei. To Kepalalo 3 MIKEVIPWVETAL 0TN HovTeAoToinon Kot avaAuaon tg Staxeiplong yia
etepoyeveic umodopéc. To KeddAawo 4 emefepydletal tn Sltaxeipon mOpwv padlOCUXVOTATWY OF
nieptBariov moAAamAwy Tapdxwy, Ue Eudoon oTo LEPaPXLKO oxnua dtaxeiplong mopwv padtodpwvou. To
Keddalato 5 avallel Tnv évvola TOU TEQOXLOUOU SIKTUOU Kal WG O TEUAXLOUOC Uropel va o8nynoeL oe
KOAUTEPN TOpPOXH UTINPECWWV Of amaltnTika meplParlovia cuvbualoviag SLadopeTikoug TUTOUG
eruokePpuotntag (rm.x. URLLC, eMBB, mMTC, k.Am.). To Keddhalo 6 mapexel xprolpeg mAnpodopleg
OXETIKA [LE TNV KOLVNA XPrON KOL TNV KATAVOUN TTOPWV UE Eudacn otnv ekxwpnon duvapikol Kavailol yla
TG véeg unnpeoieg 5G 6nwg to URLLC, To eMBB kat to mMTC. To Kedbahato 7 emefepyaletal Ocpata RRM
oe meplBarlov moAamAwv cuvdéoswv pe €udacn otn Staxeipon dopéa 5G kat aflohoyeltal pe
TIPOCOUOLWOELS O€ eninedo cuoTAUAToG. EmutAéov, aloAoyoUvTal Ol ATALTAOELG YLO EEALPETIKA UYPNAN
TUKvOTNTa ouvdeong ocuokeuwv loT oe meplBarllov mMMTC. H €peuva TwV MPOTEWOUEVWY AUCEWV
KatéAnée oe Sladopeg dnuooteloelg, epyacieg cuvedpiwyv, meplobika, BLBALa KoL o€ MPOTUTTA OTIWG TO
ITU yla peA€tn oXeTika pe tTnv aloAdynaon tou 5G. To tedeutaio KePAAALO TTAPEXEL TO CUUMEPATHUA QLUTAC
NG SUTAWUATIKAG EPYACLOG KOL TIPOTACELG YLoL LEAAOVTLKN €pEUVa. JUYKEKPLUEVA QUTN N Slatplpn mapeixe
pla og BaBog avaluon AUoswv yla th kaAutepn Slaxeiplon SIkTUwVY Kal uthpeowwv Tou Pagcilovtal ot
gudueic alyoplOUOUC KL TEXVIKEG OE ETEPOYEVH UPUTWVIKA TIEPIBAANOVTA 5nG KOL ETTOUEVWV YEVEWVY,
Aappavovtag umoPn TNV TPEXOUCA KATAOTOON Kol TTPOOPBAETOVTOC TIG VEEG TIPOKANGCELS TwV SIKTUWV.
JTOX0¢ ATav va avaAUOOULE, va TPOTEIVOUNE Kal va BeAtiwoou e Tig state-of-the-art texvikeg yla va
dépoupe ta Siktua 5G €va BrAua o Kovtd og auTtod mou Bewpolpe 6tL Ba pnopouvoe va sival. OL D2D /
M2M, Mesh Networks, Ultra-densification, Dynamic channel selection, Network sharing, Network slicing,
Multi-connectivity / Multi link, Carrier Aggregation kol xprion véwv cuxvotitwy 3.5GHz kal narrowband
glvol MEPLKEG aAMO TIG KOLVOTOWIEG TIOU avoAlBOnkav Kal mapoucldotnkav oe auth T Slatplpn
TieTUOlivovTag TOAU KOAQ OITOTEAECUOTO O OAEG TIG TIEPUTTWOELG TTou Sokipaotnkav. Ot AUCELG KaL oL
TEXVIKEG TIOU TpoTelvovtal o autn TN Statplpy 6a pmopoloav va SOKLUOOTOUV OE TIPOYHOTLKA
nieptBariovta kot va SLopopdwBolv amo tnv €PEUVNTIKN KOWOTNTA WOTE VO EVOWHATWOOUV OTLG VEEC
ek600elg tNg 3GPP yla Siktua 5G aANG Kol EMOUEVWY YEVEWV.
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1 Ewaywyn

Tig teheutaleg SEKAETIEG, O KOOUOC Hag €XEL TTOPOKOAOUOROEL Ul emavaotaon othv gEEAEn Twv
CUOTNMATWYV KLVNTAG EMLKOWVWVIAC TTou EeKivnoe amod Ta mpwTa SiKTua EMLKOWVWVIAE TIPWTNG YEVLAG TTPOG
ta Siktua §e0TEPNC, TPLTNC KAL TETOPTNG YEVLAG. AuTh N €€EALEN LT PEE Pl oNUAVTLKE KwvnTthpla Suvapn
milow oo TV mPoodo KoL TNV AVATUEN TOU KOGHOU LG OE £VA TIPONYHEVO Kol SIKTUWMEVO TIEPLBAAAOV.
H kwvntn emkowvwvia €xel e€eAyBel amo pia umnpeoia mou eivat SLaBEoLun KoL POooLtr) Povo yla Alyoug
ovOpwrtoug o€ Lo uTtnpeaia mou xpnotpomoleitol amno tnv mAswoPndia tou maykdéouov MAnBuouou.
Ekatoppupla avBpwrol og 0Ao Tov KOopo aAAnAocuvdEovtal LECW TNG KLVNTHG emLkowvwviag. Exel yivel
OVATTOOTIAOTO KOUMATL TNG KaBnueptvAg pag Iwng Kat ol epaproyEG TNG elval movtoxoU apoloEeg o€
KABe kaBnuepvn Spaotnplotnta. Exel mpwtootathosl og MoAAEG e€ei€elg kal £xeL va Sei€el emitelypata
oe 61adpopou¢ ToUEelg OMwe n uyelovoulkn TeplBaAdn, oL petadopEg, n evépyela, n Uetanoinon, n
OPXLTEKTOVLKH, N YEWPYLA, N UNXAVLKHA, OL ETUXELPNOELS, N ekmaibeuon, n petewpoloyia, n padiodwvia,
T péca Pallkng evnuépwong Kal n Puxaywyia. Taxelo avamtuén otnv Maykooula ayopd GUOKEUWV
KWNTAG thAedwviag £xel mopatnpnBel ta teAeutaia xpovia. EMuA€éoy, N avamtuén auTr YIVETAL CUVEXWG
alebnti kal o koopo¢ Ba cuvexioel va amoAopuPdavel Tov TOAAQMAQGLACHO OCUCKEUWV KWNTAG
ETUKOWVWVING, O0mwe smartphones, tablet, popntwv cuckeuvwy, kKot GopnNTwV UTTOAOYLOTWY, Hall LUE VEEC
KOl UTIAPXOUOEG UTINPEGLEC Kal eDAPUOYEC TTOU TTAPEXOVTAL OO GUCTAUATO KLVNTHG EMIKOWVWVING OMWE
dwvntikn kAnon, tnAediaokePn, online gaming, {wvtavn pon Bivteo kat moAAd aAAa. Ztnv Pnolakn
ETIOXN, Ol XPHOTEC KOL Ol CUOKEUEC £EQPTWVTAL OAO KOL TIEPLOCOTEPO amo Slddopeg ePapUOYEC Kol
unnpeoieg mou mep\apBavouv tn Snuloupyla, TNV pocPacn / emikowvwvia, Thv eneéepyacia kat Tnv
arnoBnkeuvon Pndlakol meplexopévou. AuTEg ot e€eAifelg smtayUvOnkav €vtova amo tig aclppates /
KLVNTEG TEXVOAOYIEG, oL oToieg Tpooédepav AOUYKPLTEG eukalpleg mpdoPaong / emkowwviag otoug
XPNotes. To 5G avapévetal va Kuplapxel kupiwg amo tig akoAouBeg katnyopieg edappoywv: pallkn
gTUKOWVWVia TUTIOU pnxavng (mMTC), evioyupévn emkowvwvio Kwntng evlwvikng ocuvdeong (eMBB),
e€alpetika aflomiotn emkowvwvia kot ovvéeon xaunAng kabuotépnong (URLLC). AuTéC oL KUPLEG
KOTnyopieg Ba S1EUKOAUVOUV TOL OEVAPLA TIOU OXETI{OVTAL UE KPLOLUEG KOl QTTALTNTLIKEG EGAPUOYES YLOL TNV
vAomoinon £€unvwy MoAswv, kaBwg Kat TV vAomoinon epapuoywy yla tn Bropnyavia 4.0 KoL TLG TTUXEG
outopatiopou. Emiong, avopévetal va untapfouv auoTnPEG AMOLTIOELG, TIPOKELUEVOU va efaodailoTel
aflomiotn Katl aodpalng eEunnpetnon pe moAu uPnAd mMocooto SlabeoluotnTag.

H adela kMo elval €vag TUmog adelog padlodAcpatog o TapEXEL OTOV KATOXO TG Adelag,
abela xpnong evog HEpoUC Tou GACHATOC padlocUXVOTATWY o€ pla Sedouévn yewypadlkn eploxn ylo
okomoug petadoong. Ot adeleg mepAapBAVOUV YEVIKA TIEPLOPLOUOUG, oL omoiot Stadépouv amo {wvn oe
Twvn [1]. To daopo puropet va datpebel avaloya pe ) xprion. H petadoon xwplc adsla avadépetal o
VOULUEG OUCKEUEG TIOU ETUTPEMETAL VA METASIOoUV He YapnAn oy xwplg adsla Kol TELPATIKOUC
otaBuoug, ol omnoiot apaBLalouv to vouo.
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Ewova 1: Aldypappa katavopwy cuxvotntag HMA 2016.[2]

H Stadkaoia andktnong véag adslag petadoong eivol xpovoBopa. YIAPXEL €VaC TIEPLOPLOUEVOC
XPOVOG yla TNV adela, LOALG amoktnBel kal KpATAEL TIEPITIOU TEVTE XpOVLA.

Me Bdon tnv napanavw nepypadn adelod0Tnong KaLTNG XPRoNG TWV CUXVOTHTWY Ao TNAEOTTIKOUG
otabuouc, padlodwvikolg otabuolg, 6opudoplkolc oTabuolc, GTPATO, VAUTLKO, aepomopia Kol GAAOUG
KPATLKOUG UNXAVIOMOUG, UIMOPEL KATTIOLOG VA KATAVOHOEL TO UEYAAO TPOBANUa 0T XPHoN TWY CUXVOTHTWY
arnd TNAEMKOWWVLAKOUG TTOpOXOUG.

Ma va kaAudBouv ol mpodlaypad£g mou €xouv 0pLoTEl, oL TNAETKOWWVLOKOL tdpoyol Ba xpelaotel
va 8e0UeVOOUV TTEPALTEPW TOPOUC O TNAEMIKOWWVLIAKO daopa. QoTOC0, N EMTUXIO TWV UMNPECLWV
e€aptatol og peyaho Babpod amo tig KuBepVAOELS Kal pUBULOTIKEG apXEC. H TaxutnTta, n amootacn Kot n
TOLOTNTA TWV UTINPECLWV EEOPTWVTAL ATIO TNV UTTOOTAPLEN TWV aPXWV QUTWV HE Eykalpn mpdofach oto
OWOTO TOCO KOl TUTIO TPOOLToU GACUATOC, UTO TIC OWOTEC ouvOnkeg. AlokUpaven oto mocd tou
ekYwpnBévtog GACUATOC KOl TWV TIUWV TIOU TANPWvoVTal, onuaivel 0Tl oL urtnpecieg Ba Stadépouv
peta€l Toug, amd TUTIo o€ TUTTIO, Ao TIEPLOXN OF TTEPLOXN), AAAQ KAl AVAUECO O XWPEC. AUTO, LLE TN OELlpA
TOU AUECA EMNPEATLEL TNV AVIAYWVLOTIKOTNTA AAAQ KOL TNV OLKOVOLQL.

H ekBetikn av€non tng Intnong Sedopuévwy ota aclpuato dikTua Kal n PocEyyLon Twv BewpnTkwv
oplwv 0TN XWPNTLKOTNTA TWV OCUPUATWY CUVEECEWY, LOC UTIOXPEWVEL Vo BpoUue VEEG AUCELG Kol
KaLVOTOUa OXESLA yla va SLOXELPLOTOUE TNV TeEpAoTIO KUKAodopia Sedopévwy. Ta etepoyev Siktua
(HetNets) Ba pmopécouv va nipoodépouv pia amoteAeopatikiy AVon 0To MPOBANUA TNG XWPNTIKOTNTAC,
XPNOLIOTOLWVTAC TauToxpova ddcopa amd SLadopeC MEPLOXEG PASLOCUXVOTHTWY, TPEMEL OPWE va
AELTOUPYNOOUV UE OWOTO TPOTO WOTE VA €X0UV TO emBuuntod amnotéleopa. Ta etepoyevn Siktua 57
veviag Ba mapéxouv emapkn avfénon TNG xwpntikotntag kabw¢ Ba xpnolpomololv moAueminedn
QPXLTEKTOVLKN amoTeAoUpevn ard moAamAwy erunédwv kuéleg (cells) (r.x. macro cell, small cell, ktAm),
ovapetadoon and cuokeur o cuokeun (device to device) péow SIKTUWV TIAEYUOTOG, VEX SUVAULKA
ocuotnuata mpocPfaocng ddcpatog pe SladopeTIKOUC Xpnoteg Omou Ba KAVouv Xprcon Kowwv

Xxiii



PhD Thesis Belikaidis loannis-Prodromos

padloouyvotnTwy, cUEAKTN Slaxeiplon mopwv padlodwvou Kal TOAAA oKOpa. AUTH n TIOAUETMESN
OPXLTEKTOVIKA Yl TNV aUénon TNV XwpentkotnTag SnuLloupyel oplopéveg MPokANoelg ota HetNets mou
TPENEL va peAetnBouv, va avaluBouv kal va BpeBolv kataAAnAeg AUoeLg ota mpofAnuata mou Ba
TiPOoKUYPOUV KOTA TN XPrion toug. MNa mopadetypa ol mapeBOAEC HETAEY KUPEAWVY KaL XPNOTWVY TTAPAUEVEL
n ueyalutepn mpokAnon ota HetNets, mpoodépovtag KatdAAnAo £6a¢og yla OUCLAOTIKY UEAETN KoL
ovamntuén umepoluyxpovwv HetNets. AMOTEAEOUOTIKEG TEXVIKEG KOl OTPATNYIKEG Oa emutpédouv TNV
ETUMPOOHETN KAL OUCLAOTLKA alEnan oTn XWPNTLKOTNTA.

‘Evag oo ToUuG TPOTELVOLEVOUC TPOTIOUG YLa TNV amokKtnon npocfaong vPnAng mowdtntag 5G ot
HeyaAUTEPO aplBUO ATOUWV elval péow SIKTUWONG MAEYPATOC. H SIKTuwTth Kal eugAktn Siktuwon Ba
TIAPEXEL TNV eUKaLpia yLa cUvEeon SladopeTikwy cuokevwv. Ta diktua 5G mesh Ba aAAG€ouv tov Tpomo
TIOU OKEDTOPOOTE TN CUVSECIUOTNTA KOL TNV ETILKOLVWVIA.

Xpron VEwV cUXVOTHTWV ToU gixav SECUEVTEL 0TO TTAPEABOV yLa OTPATIWTLKOUC 1} AAAOUG okomoug. H
xpnon auvtn Ba mpaypatomnoleital pe cuotnpata npocBaocng dacuatog (SAS) pe xpnon tou Citizens
Broadband Radio Service (CBRS) apxikd oto ¢paopa Twv 3,5 GHz, to omoio avtutpoowrnevel 150 MHz
daopatog otn lwvn 3,5 GHz, 6mou HEXPL TWPA XPNOLUOTMOLOUVTOV HOVO Omd TO OTPATO, VOUTLKO,
ogpomopla kat peAAovtika Oa xpnotpomnotnOet kat paopa avw twv 25GHz.

MNoA\armAoi punxoviopol kat péBodol Ba mpémnel e€€TAGTOUV YLA VA UTTOPECOU E VOL TIETUXOULLE TNV
KOAUTEPN XPNON TWV CUXVOTNTWV ToUu UTtdpxouv. MoAAamAEC ouvdécoelg, olkoolotnua SKTuou
noAamAwv emmedwy, véeg UEBodol eAEyXou Kol EVOWUATWONG EMUTESOU XProOTH KAl TPOCAPHUOYAG
TIPWTOKOANOU umopoUv va mpood€pouv eukalpleg ylo emavaoxedlaopnd n Peitiwon Stadopwv
Aettoupylwy, (.. Slaxeiplon mapepBorwy, €heyxoc Loxvog, €heyxoc RAN) avaBEtovtag TIg UTtNPEGIEG Kall
TG €POPUOYEG OTOUG KATAAANAOUG TTOPOUG Yl TNV MANPWON TWV AMOLT|OEWV UE AMOTEAECLATIKO KOl
Buwowuo tpomo. Carrier Aggregation kat Advanced RAN Coordination eival pla cuvSuaouévn Avon mou
BeAtiotomolel TNV KAAUYN, TN XWPNTIKOTNTA Kal Tov AavBavovta xpovo Twv 5G peoalwv kat vpniwyv
{wvwv. Madl, auteg ol AUCELC ETILTPEMOUV OTOUC TTOPOXOUC UTINPECLWY Vo BEATIOTOMOL|GOUV T XPron
TwV oTolKElwV Tou dAcPATOC TOUG KATA TNV avamtuén 5G. Eva kaAltepo Siktuo 5G Ba mapéxel oe
TEPLOOOTEPOUC CUVEPOUNTEG UPNAOTEPEG TOXUTNTEG SESOUEVWY, ETITPEMOVTAC TAUTOXPOVA TTANB0C VEWV
edappoywv xapniol AavBavovtog xpovou.

O TeEHaXLOMOC SIKTUOU 5G UIMOPEL vo TTAPEXEL OE ETLXELPNOELC TIG EEATOUKEUUEVEG SUVATOTNTEG OV
xpeLalovrtal yla va toug emtpéPouv va Aettoupynoouy, aAlld xpnotomolel tnv idla puoikr) umodoun. O
TEUAXLOMOC SIKTUOU Bl ETUTPEMEL TNV EKTEAECT TTOANATIAWY, EEATOULKEUPEVWV SIKTUWV XPNOLLLOTIOLWVTAS
v (6la kowoypnotn untodoun. Ta Siktua pmopolv va npoodEpouv SladopeTIkEG AELTOUPYIEG, ELEIKA
TIPOCUPLOCUEVEG OE ATOUA ) UTNPEOLEC, Xwpic va xpetalovral EexwploTég Sopég SIKTUoU yLa Kabe pia.
To éva Siktuo KNt TNAEPWVIAE OUCLAOTIKE «XWPIlETaL oE SL0POPETIKA MTPOcapUOCLUa LEPN TIOU
LKOVOTIOLOUV TIG aVAYKEC OLadOPETIKWY KATAVAAWTWY. AvTl oL €TALPlEG, TPOYPOUUATIOTEG Kol
KOTOVOAWTEG val TIPETIEL VAL TIPOCAPHLOOTOUV GE AUTA ToU poodEpouy ta Siktua Kvntrg tnAsdpwviag, To
Siktuo Kkwntn¢ tniedwviag 5G Ba mpénel va eival oe B£on va TPOCAPHOCTEL OTI( AVAYKEG TWV
KOTAVOAWTWV.

‘OMot autol ot uéBodol Kol akopa MEPLOCOTEPOL, EpeLVAONKAY, avaAUBNKav Kal SOKIUACTNKAV KATA
™ SLdpKela TG gpeuvnTkng dpaoctnplotntag Sivovtag amoteAéopata e BAon TOUG TPOTIOUC XPHONG
TOUG. Ita emopeva kedbahala mapouaotalovtal pe Asmtopépela ol peBodoloyieg, ol ahyoplBuol aAAd Kat
TO OTTOTEAECOTO TA OTTOLAL KOTAYPAd KAV KAl TOpoucLacTnKayv o apBpa, meplodikd kal BLpAia.
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2 Aiktua AEypatog

Kata tnv Stdpkela tng €peuvag avantuxdnkayv kot LeEAETAONKAV OEUATO OXETIKA E TOV KOBOoPLoUO
TOU TPOTIOU E€MIAOYAC HLOVOTATLWY yla T dnuioupyia eUEAKTwY Siktuwv mou oxnuatilouv mMAEyHa pe
OKOTIO TNV EMOVACUVOEDHN TNG EMLKOWVWVIAG O TIPOPRANUATLKECG TTEPLOXEG. TETOLEG MEPLOXEC Bl Unmopouoav
va gival €ite amOpaKPUOUEVEG (WVEG OTIOU SEV UTIAPXEL EYKATECTNUEVO SIKTUO TNAETLKOWVWVLWY EiTE
TIEPLOXEG OTOU €X0OUV UTIAPEEL KOATAOTPODEC OTIC TNAETIUKOWWVLOKEG SOUEC AOYO OELOPwWY, i GAAWV
UKWV KaTaoTpodwV E(TE AKOUA KL OE TIEPLUITTWOELS OTIOU XPELAleTaL N TAnpodopia vo GUAAEYETAL OE
£val KOUPBO Kal Vol OTEAVETE A0 QUTOV Kol HOVO yLla ULIKPOTEPN KATAVAAWGN OTo SIKTUO MAEYUOTOG. 2
OUTEC TLG TIEPUTTWOELG £va SIKTUO Ao KWVOUUEVOUG KOUPOUG, UIKPA QUTOKLVOUEVA OXALOTA UE POSEC
yla 1o £€6adog | akopa Kal uttapeva oxnupata (drones) Ba pmopovcav va xpnotponondouv ya va
AUoouv to MpoPAnua. Autd ta oxfnuata (MAP) Ba Atav Suvatov va KivnBouv mpog ta kKatdAAnAa onueia
WOoTE va. SNULoUPYNooUV CUVSECELG LETALY TOUC Kol va petadEépouv TAnpodopieg amo éva onueio oto
AGAAO, AVTIKABLOTWVTOC TLG KOTECTPAUUEVEC TNAETILKOWVWVLIOKEC SOUEC TTOU UTINpXAV OTNV TIEPLOXH .

Core
L4
MAP on hill for / v — . MAP in high altitude to
providing capacity and / MAP"" high ?l_“tUde due cover the area between
coverage of the area to high mobility of cars mountainz
| ()

Y ¥

\ /

Areas with challenging
morphology (coverage
requirements)

Isolated area (coverage and
capacity requirements) Area with high mobility (capacity

and mobility requirements)
((x)) MAPs B I —
Drone MAPs

&= charging/

docking station

Ewkova 2: Zevaplo omou ta eVEAKTA SIKTUO KAAUTITOUV [ia TIEPLOXN OTIOU SEV UTINPXE TNAETILKOLVWVLAKN
urodoun.

Je autn TV €peuva avoAlBnke Kot povieAomotnOnke n cUVEECLUOTNTA AUTWY TWV OVTOTHTWV
avaloya HE Toug TOPOUC Tou elyav Omwg, pmatapia, euPéAela kalvdng onuartog, duvatotnta
METaKivnong Toug o AAAN Tteploxn Kol TTOAAQ akopa. H avakaAlun Twv KOAUTEPWVY LOVOTIOTLWV EYLVE UE
Baon &Uo aAyopiBuoug. Tuykekpluéva xpnolgomotndnkav ot alyoplBuol, Mpooopolwpévn AvéALEn
(Simulated Annealing) kat Méywotng Pong (Maximum Flow).

O alAyoplBuog Simulated Annealing [3] mpogpyetal and tnv avaAnyn tng Guokng LLOTNTAG TWV
METAAWY. Juykekpluéva eivalt n Sladlkaola mou Xpnolpomoleital otnv petaloupyla yla va
MOAQKWOOUE 1 va okAnpuvoupe pétaAla Beppaivovtag ta o uPnAn Bepuokpacia KoL oTNV CUVEXELQ
PUXOVTAG Ta oTASLAKA, ETUTPEMOVTAG £T0L TO UALKO va atepeomolnBel og pio KpUOTAAAKY KoTdoTaon

XOUNANG eVEPYELOG.
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3TN CUVEXELD XpnoLuomotionke o aAyoplpog Méyiotng Porg (Maximum Flow). O aAyoplOpog autog
npoonaBei va umtoAoyioel TI¢ SLadpopég wote va emiteuxBel n HéyLotn pon amno éva apxLko onueio os eva
AAAO TEALKO onueio.

Me Bdon toug mapamavw aAyopiBuouc Ba mpEmel va SLoXELPLOTOUE TOUG TIOPOUC TTOU UTIAPXOUV
010 cUOTNUA HaG Pe 600 To duvatov KAAUTEPO TPOTO. MNa va YivVEL AUTO XPNOLUOTOLNCALE Hia ovTOTNTA
Omou pmopel Kat mapakoAouBel molog adyoplBuog eivatl KAAUTEPOG OVA TTAOA OTLYUN Kol va eMAEEEL TO
ovtiotolo povoratt. Autr eival pia €€urtvn ovtotnTa TIOU ETUKUPWVEL KABe ¢opd av oL mopot
Xpnolomnolénkayv e cwoto TPOTo.

7 Wireless access infrastructures expansions through \
Opportunistic Networks of Moving Access Points

Intelligence for the management Main
of 3D opportunistic networks focus

!

Validation platform
(enhanced with the capability of modelling opportunistic
networks that include MAPs, APs, end-users)

Ewkova 3:'EEUTvn SLOXELPLOTIKA OVIOTNTAL.

Ma tnv afloAoynon twv HOVIEAWV Kal oAyoplBuwv Tpayuatonolndnke He tn Xpnon Tplwv
npocopolwtwv tou VEINS, OMNET++ kat SUMO [4][5][6].

Karmoleg and tig pubuioslg mpooopoiwaong Twv aiyopiBuwy eivat:

® O xaptng €xeL dnuioupynBetl oe efopowwty SUMO 7 x 7 mAéypa pe Suo Awpideg mpog kabe
katelBuvon. Avo Slaywviol oepodladpopol (swkovoypodnUeEVoL HE KOKKIVO XPWHO) TOU
Xpnotlpomnolouvtal oo to Drones yla va mapEXouv KaAUTePN KAAUN O KOTOOTACELG OTIOU T ETLYELA
rovers gv umopouv.

e Miua dlactavpwaon amd tv AAAn amnéxel 100 pétpa, Sivovtag cuvoAlkn ektacn 4900 TETPAYWVIKWY
METPWV.

e O UE, MAPs kat APs €xouv gUpog kahung elpoug ekkivnong acuppatng petadoong nepimou 150,
200 kot 250 pétpwv avtiotoa (avadépstal wg 1" mepintwon) KAl OTn CUVEXELD N CELPA AUTAH
emekTelveTal

e [a ta UE kat MAP (ektdc amd ta Drones) €xel puBpiotel péylotn toxutnta 5 m/s, &nA. Mepinouv 18
km/h.

e Ta drones mou meTtolV Mavw and 1o £€dadog £xouv taxutnteg mepimou 36 km/h (10 m/s), aA\a
MEWWVOUV TNV TaxUTNTA Toug otav Bpilokovtal kovtd ota AP rp UEs Slvovtag peyaAutepo xpovo
oUVOEDONG HE QUTEG TIC OVTOTNTEG Kol Kvouvtal HE uPnAOTEPEG TAXUTNTEG KATA TN SLAPKELD TWV
MECALWYV TUNUATWV.

Otav ta MAP €xouv peyoAUtepo eUpog UETAd00NG, TEPLOCOTEPOL KOUBOL Hmopolv va
ETUKOLVWVOUV LETAEY TOUG e amoTéAeopa va umtdpxouV oANamAEG Sladpouég. EmumAéov, og avtiBeon
ME TO otatika Siktua, otnv mpooopoiwon HoG OAoL oL KOUPOL Kvouvtol cuvexwg aAlalovtag thv
TomoAoyia tou diktuou.
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Ewkova 4: ArtoteAéopata Twy 500 adyopiBuwv yia ta StadopeTikd cevaplo TTIOU SOKIUACTNKOV

H Ewkéva 4 gival oTLyLOTUTIO Ao Tov pocopolwtr SUMO mou Seixvel Ta amoteAECUOTA Ao TOUG
aAyoplBuoug MF kat SA. Autég ol Stadopetikég Stadpopég / tormoloyisg tou dnuoupyouvtal amnd th MF
Kal tnv SA mapayouv TG dtadopég mou PAEMOUE OTA AMOTEAEGUATA KOl TopoucLalovTal Ue
AEMTOUEPELO OTO QVTiOTOLXO KEPAAALO AUTHG TNG SLOTPLBAG.

3 Movtelomnoinon Kot avaAuon SLaxeipLong ETEPOYEVWV UTTOSOUWY

Mpokelpuévou va LkovormolnBolv oL amaltioel 5G, €xouv eloaxBel KATOLEC OpPXKEG aANG
OUYKEKPLUEVEC TIEPUTTWOELG XPNONE TTOU UITopoUV va UTIOoTNPLXBoUV oo tn Xxprion Kal TV eKUETAAAEUON
TNAETILKOWVWVLIOKWY CUCTNUATWY ULKPAG ERBENELOC:

a) Madikn xpnon loT
B) AcUppatn eupulwvikoTnTA
V) E€apeTIika aLOMLOTEG EMUKOWWVIES

6) Kwntwotnta uPnAng taxutntag

o tnv nepintwon twv Internet of Things (1oT), mpémnet va cuvdeBouv pe To Siktuo TepdaoTtiot aplBpoi
dopntwv cuokeuwv, EEUTIVOL PETPNTES, aloBNTAPEG KATL. Ol CUOKEUEG QUTEC HITOPOUV va TonoBetnBolv
OE E0WTEPLKEG N e€WTePLKEG BEoelg, ouvbebepéveg oe small cells. O e€alpeTikd A€LOTILOTEG EMIKOWVWVIEG
elval plo mpoPAedn UEAAOVTIKWY QVOYKWVY OE EMLKOWVWVIEG TTou &gV UMAPXOUV OTO onuepwva 4G
acUuppata KuPeAoeldn cuotnuata. Autd ta cuotipata Ba xpelaotouv oxedov 100% uptime unnpecieg
yla va urtootnpiouv epaproyEC OTWE aohANELa/ EKTAKTN AVAYKN, BLOUNXOVIKO/ OTPATIWTIKO EAEYXO Kall
Slaxeiplon, KA. Ztnv meplmtwon tng €upulwVIKAG acUpuatng cuvdeong, Snuloupyeltal P pallkn
avantuén pwikpwv kupehwy (small cells) yia tnv mapoxn piag opotdpopdng eupuIWVIKAG EUTMELPLOC OTOUC
XPNOTeG Tou arattolv uPnAd pubud dedouévwv Kal TEPLOPLOPEVN KABUOTEPNON yla TNV TOPOoXN
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edappoywv onwg streaming moAvuéowv UPNANC eukpivelag, malyvidia, BLVTEOKANGCELG KAl UTNPEGCLEC
cloud. EmutA£ov, oL XpAOTEG TTOU KIVOUVTAL Ao E0WTEPLKOUG 08 £EWTEPLKOUE XWPOUC (Kal avtiotpoda)
TPENEL va UTtooTNPLXBoUV. Ze meplBailovta nou xapaktnpifovral and KwnTkotnta uPnAng TaxutnTag
Sev Bewpeital amoteAsopatiki AVon n xpnon Hkpwv Kupelwv OmMweg YIVETOL OTIC TPONYOUUEVES
TIEPUTTWOELG XpNong. H xpnolpomnoinon moAu peyalou aptBuol small cells pmopet va emudépel eniong
LEPLKA OPVNTLKA OITOTEAECHOTA, Yo TTAPASELYLQ, HEiwon TG amodoTikoTnTag GACUATOG. INUELWVETAL
WOTO00, OTL OL AMWAELEG OTNV ATOS00N Tou padlodAcUaToC O PIKPOTEPN UETALL Toug amdotacn (ISDs)
(50m kot k&tw) Adyw vPnAwv emunédwv mapeuBoAng/SINR o moAD HIKPA KEALQ, N XWPNTLKOTNTA TNG
TEPLOXNG (mapd T amwAeLeg) eival onpoavtikd vpnAdtepa os olyKplon pe peyalutepa ISDs. Eva small
cell mou €xel Suvatotnteg avayvwplong tou TEPLPAAOVTOC Tou Umopel va amoduyel MopeUBoOAEC
XPNOLUOTIOLWVTAG TN AELTOUPYLKOTNTA TNG aioBnong tou $AoHOTOG ETUAEYOVTAC CUYKEKPLUEVA KAVAALLL
mou 6ev avtipetwnilouv mapeuPolég and 1o meptBaliov, pokelévou va amodeuxBel n mpokAnon
mapeUBoAwyY oo GAAA YELTOVIKA KEALA.

Ta small cells pmopoUv va xpnotuomnoticouv SLadopeTIKEG CUXVOTNTEG Kal SLadOopETIKA CUOTAUATA
ETUKOWVWVIOG. KatL Tétolo Ba onualve mwg os KaBe mepintwon Ba undpyouv dladopetikol MoOpoL Kat
SladopeTIkEG ouVONKeG He Sladopa apvnTikA Kol Betikd otoweia. Ita Siktua 5" yevidg oe éva
etepoyeveg TeplBaArlov évag xprnotng Ba mpénel va cuvdebel kat va avtaAldagel mAnpodopieg avaloya
LE TLG AVAYKEG TOU OMwG avadEpOnkKav tponyouuévws aAAA Kal avaloya e Toug TOpouUG Ttou SLabETeL.
Av plo ocuykekpluévn ocuxvotnta Sev eival SLabgoiun o KamoLlov xprnotn alAd eivat oto base station tng
TLEPLOXAG TOU I TO AVTIBETO, MPEMEL va YIVOUV OL AVAAOYEG KIVAOEL WOTE va KNV xpnotomnotnBet avtn.
Onw¢ prmopolue va Katavonooupe mpoonabolpe va AUCOUUE yla akopa pia ¢popd to mpopfAnua twv
EUKALPLOKWY OUVOECEWV EL8IKA v 0 XpNotng Kweltal kat {ntad diadopetikeg umnpeoieg and to
TNAEMLKOWWVIOKO cuotnua. Mia Soxelplotiky ovtdotnta Ba mpemel va avoldBel tov polo 1ng
SpopoAdynong kat Tng eVPECNC TNG KAAUTEPNG OUVOEDNC XWPLG OUWG TNV KATACTIATAANGCN Opwv (over
provisioning) mou Umopset va gival onpovtikol yio AAAOUG XPrOTEG O EMOUEVEG XPOVIKEG OTLYMEC. KaBe
oTyun Ba mpénel va yivetal 660 Tov Suvatov KaAUTEPOG SLAUOLPACHUOG TWV TOPWV OO TO CUCTN O OTOUC
XPNOTEG TIOU OUWCE Oat TIPEMEL VAl EMLTUYXAVETE N €Mitevén TNG moLoTNTAG TS oUVEEONG Kol pHeTadopag
Sedopévwy aAAA Kal TNG MOLOTNTA TWV UTINPECLWY TIOU avTAauBAavetal évag Xpnotng.

KaBe small cell Ba mpémet va €xetl tn Suvatotnta va xpnolpomnolel ddopa eite xwplc adela eite pe
adela yla vo au€NoEL TNV XWPNTIKOTNTA, TNV KAAUYP N Kal TNV Loopporia tng KUKAodpoplag Ue KEVTIPLKA
katavoun StadopeTikwy {wvwv yla tn Heiwaon tou enutédou mapeBoAwv, AOyw Tou OTL EMLTUYXAVOVTOL
Ta Opla Twv adelodotnuévwy mopwv. EMiong, n elcaywyr TEXVIKWY SUVOUIKAG EMAOYAG KavaAlwy Kal
Sloywplopov kavailwv oe small cells pe Baon ta enineda moapepBoAng Ba pmopet va BeATlwoeL v
TIOLOTNTA TOU KavaAloU Kal £T0L va BEATIWOEL TNV OLOTNTA TG eUnelplag (QoE). Akopa n e€lcoppomnon
doptiov petafd pag opadoag yettovikwy small cells, n dlaxeiplon Twv MopeUBOAWV HE TN XPNon uUn
odelodotnuévou GACUATOC 1 KOTAVOUNG KAVOALWY gival TTOAD onUavTika otoleia. H evowpdtwon ota
small cells Wi-Fi kat LTE evtog tou cellular system BonBa tnv Slaxelplotikn povada va BeAtiotonotroet
™ xprion tou Siktuou. EToL MapEXETAL ULl TTEPALTEPW BeAtiwon otig emSO0elg, SNULOUPYWVTAG HLa
anpookomntn eunelpia moAamAwy RAT yLa Toug cuvEpoUNTEC TOUG.

O Nivakog 1 mapéxel pLlot cUVOMTIKA TEPIANYN TwV KUPLOTEPWY OEIKTWV KOl OTMOALTHOEWV TOU

ouvadouv pE TIG TIHEG otoxou tou NGMN ylo mapopola oevapla. Autda ta KPIs eival oupdwva pe
OPLOUEVEG TipodLaypad£C TTou €xouv eloayBel amd aAoug opyaviopoug (m.y. ITU).
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Requirements

1] Massive loT Mobile Ultra-reliable High-Speed
communications Broadband communications mobility
User Experienced From tens to DL: 300 Mbps DL: several kbps DL: 50Mbps
Data Rate hundreds of Kbps UL: 50 Mbps UL: several kbps UL: 25Mbps
E2E Latency Order of seconds 10 ms 1 ms upwards 10 ms
or more
Mobility On demand On demand, Mostly static On demand (up to
0-100 km/h 500km/)
Connection Up to 200,000 200-2500 Mostly low, but ~2000/km?
Density devices/km? /km? variable
Traffic Density Not critical DL: 750 Highly variable DL:100Gbps/km?
Gbps/km? UL: 50Gbps/km?
UL: 125
Gbps/km?

Ewkova 5: Amattroelg Zuotnuatwy 5" yevidg.

OpLOMEVEG QMO TIG ATIOLTNOELG eVOEXETAL Vo £XOUV NN eMITeVXOEl O OPLOUEVEG TIEPUTTWOELS
Xpnong, oAAG opLOPEVEC GANEC XPELATOVTOL TILO EUMEPLOTATWHEVN €peuva (Y. puBuog dedouévwy,
urootnpLén uTepPOALKA TIUKVWVY TNAETIKOWVWVLWVY CUCTNUATWY, €€ALPETIKA UNAN KLYNTLKOTNTA).

Awadopol ahyopBuol Ba Bonbrioouv eniong va anodacLoTel 0 TPOMOG LE TOV OO0 KATAVEUOVTOL
Kot Slaxelpilovtal oL TOPOL O ETEPOYEVELG TEXVOAOYLEG MPOCBACNG UE TN Xpron Un e¢ouclodotnuévwy,
06el080TNUEVWY CUXVOTHTWY TNAETOWVWVLWY 1 Stapopdwon mAalciwy yla véeg SladLkaaieg avixveuong,
BeAtuwvovtag £ToL TNV anodoan ToU GUCTHHATOC XPNOLUOTMOLWVTOC TOUG 16loug SLabéoiuoug mopoud.

Mua tpwtn €k800N TNG MPOTEWVOUEVNC AUONG TIOPEXETAL OTO KE(UEVO TIOU 0KOAOUBEL. JuyKeKkpLUEva,
€xouv SlepeuvnBOel SUo alyoplBuol. O MPpwWToG eival €vag alyoplBuog tuxaiag ekxwpnong KavaAtou.
AuTOC 0 alyoplBuog Sev €xel KATOLA AOYLKN ylot TV EKXWPNON KOVOALWY KoL YL 'o0utod ovopaletal
«tuxaiog». O alyoplBuog tuxalog ekxwPNonG KAvaAlwv XPNOLUOTOLETaL WG PACH TPOKEWWEVOU Vo
afloAoynBel n amMOTEAECUOTIKOTNTO TOU EMOUEVOU aAyopiBuou Tou mpoteivoupe Kal ovopdaletol
"AAyoplBuog ekxwpnong KavaAlwyv pe Baon SINR". H Stadikacia emihoyng Stadépet anod tov alyoplBuo
Tuxaiag ekxwpnong KavaAlol agpol edw eL0AYOUUE Eva onUeio EAEYXOU yLa TOV EAEYXO TwV KAAUTEPWV
Slobéowy KavaAlwy yla va emdeyouv (av sival dtabéotpa). To kaAUTtepo Kavall mpoaodlopiletal
obudwva pe to SINR kat av to SINR &evog véou kavaAlol elval KaAUTEpO QMo TO TPEXOV
XpnolpomnoloUpevo, Tote to UE Ba petaBel oto KaAUTEPO KAVAAL. FEVIKA, AVOUEVETAL OTL LECW QUTOU TOU
aAyopiBuou Ba eival duvatr n emitevén kaAltepng molotntag (m.X. uPnAotepn anddoan, ULKPOTEPN
kaBuaotépnon, UKpOTEPN SLApKeLa TiEpLOSOU AstToupylag).

Eniong, mpémnel va avagpepBel 0Tl 0 adyoplBuog npoonabel va avILETWITIOEL TO MPOBANUA TNG
Alpoktoviog, Onuloupywvtag £vav KOTAAOYo TIPOTEPALOTATWY Twv efumnpetoVpevwy UEs (wg
anotéAeopa, Kamola npotepalotnta Ba 500ei e UEs mou e€umnpetouvtal Alyotepeg dopEG o GUYKPLON
HE AAAQ).

H tomoAoyila tou SiktUou Mou Snuloupyeital anod to epyaleio mMpooopoiwaong amelkovileTal otnv
ElkOva 6. ZUYKEKPLUEVQ, OL XpROTeG epndavilovtal we kpotl. EmutAéoy, ta mpactva BEAN amnewovilouy tn
Stadikaoia petadoong kat tnv tonoAoyia ouvdeong uetau UEs kat BSs kABe xpriotn og £V CUYKEKPLUEVO
KeAl Tou Siktbou poc.
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Ewkdva 6: TomoAoyia Siktuou mou dnploupynOnke amnod to epyaleio mpooopoiwong.

Ta amoteAéopata amd ToV TELPOUATIONO Hag Selyvouv OtTL 0 adyoplBuog SINR ntav oe Béon va
emNE€eL Suvaplkd To KAAUTEPO KavaAl pe Bdon tnv mopepPoln Tng TpEXouoag Béong Kal £tol va
erutpEPel o kABe xprotn va ouvdebel e uPnAdtepn TaxuTNTA Kol va AABEL TO apxelo ypnyopdtepa e
XOUNAOTEPN amwAELD TTOKETWY. AVTIOeTa, 0 TUXalOG aAYOPLBUOC KATA LECOV OPO EKAVE TNV XELPOTEPN
ETIAOYN TWV KAVOALWY, EMOPEVWCE OL Xproteg Sev ATtav o B£on va HeETOPOPTWOOUV UE TARPN ToXUTNTA
Kol HE UPNAOTEPO TIOKETO TIOKETWY QTIWAELAG, SNULOUPYWVTAG €vav OUVEXH BPOXO KaAKNG TAOYNG
KavoALwV Xwpic¢ va prmopolv va Eemepdoouy auTH Th KOTAoToon.

4 Awyxeiplon Kowwv MOpwV podLlocuXVOTATWV o MEPLBAAAOV MOAAWV TOPOXWV
(Resource Sharing)

OL Aettoupyieg tou RRM eAéyxouv TOAG Kal SLadOpETIKA OTPWHATA, OAAQ KAl OTOLXEL TOU
ouotnuatog Siktuwv. lNa mapddelypa umootnpilouv tov pnxaviopo "amodoxng / tepdapxnong /
kaBodnynong", o omoiog Aappavel anmopAcEL OXETIKA LE TO €dv Oa amodexOei to cuoTnUa pia véa pon
KukAodopiag dedopévwy, Tolo eninedo npotepaldTNTAG Ba EMpPETe va €XEL, KAl O TIOLO OTABUO Bdaong
(base station) 1 otaBuolg Pdaong va tnv kateuBuvouv. Ta amoteAéopata mou efdyovtol amo Tov
pnxoaviopo otéAvovtal oto MAC eminedo wote va ta KateuBuvel mpog to katdAAnAo RAT (Radio access
technology) &nAhadn otnv kataAnAn texvoloyia ducikol emunédou (LTE, Bluetooth, WiFi, kTAn) wote va
SlatnpnBel pla avrtiotoiylon petafd UMWY TN KUKAodopiag kot twv Stabéotpwy {wvwv. MNa pia tétola
Sadikaoia Ba pmopoloav va Beomiotolv Kavoveg oUVOeoNG, avaAoya HE TIG OTALTAOELS KADe
OUYKEKPLUEVOU TUTIOU Sebopévwy TIoU amooteéAvovTal Kal og moleg {wveg ddaopatog n RAT va eival
Slobéoua.
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MrmnopoUv va cupnepiAndBolv mpooBeTa KpLTPLA Yo ToV KAAUTEPO XELPLOUO Kivnong ekt amnd
TNV ToLOTNTA TOU oNpatog mou AapBavel o xprotng (QoS) 1 kat oddApata and Sedopéva mou €xouv
XaBel, OnMwg 0 avapeVOUEVOG pUBUOG amoCToANG SE60UEVWV KAl N AVOUEVOLEVN KAAU YN TTIOU TTOPEXETOL
oo €va ouykekplpuévo RAT 1 umavta padtocuyvotntwv. H eflcopponnon ¢optiou (Load Balance)
OTOXEVUEL OTNV AMOTEAECUATIKOTNTA TNG XPONG TOU TIEPLOPLOUEVOU GACHOTOG VLo TNV AVTLUETWITLON TWV
OVLOOTNTWVY, TIPOKELUEVOU va BeAtiwBel n aflomiotio tou Siktvou amod tn pelwon g mbavotntag
ouudopnong oe teploxeg unAoL evladépovtog (hotspots) evtog kupehoeldwv SIKTOWV.

EKTOG amod tnv emloyn yla tTo KataAAnAo ¢acpa, pmopet va emtheyel eniong o aplBuog twy
KavoAlwv mou Ba xpnowdomolnBolv oe pla UIAvto €AV Xpelaotel. AKOUO UMOPEL va TPOTEIVEL T
Aettoupyikn Stapopdwon ywo kabe Twvn f akopa kot T Stapopdwon tou MAC emumédou. ANNEG
Sladikaoieg elvat yia mapadelypa n "ouvepyacio petafl RAT" woTe va UMOPECOUV VO CUVUTIAPEOUY
TIOAAEC TexvoAoyieg acUppuatng Siktuwaong otny idla pmavta. MNa napadelypa, otn cuxvotnta twv 5 GHz,
n omola eival pla ocuxvotnta mou Aettoupyel xwplc adsla omou n petadopd Sedopévwy MPEMEL va
ocuvumndpéel pe to WiFi, pe owoto Tpomo Kal Povo otav auto eival duvatov va cupPel. H dtadikacia
€MAOYNG TWV KaAUTEpwV SloBouwy mopwv pmopel va yivel eite oto RRM eite oto MAC enminedo,
avaloya pe To xpovodiaypappa Kat Tig Stabéolueg mAnpodopleg TOU UTTAPXOUV. ITNV MEPIMTWON TWV
OUTOVOUWV ULIKpWV KUPeAwV, n emdoyn kavaAlol pmopet va ekteleital autovopa oto eninmedo MAC, kat
Ta amoteAéopaTa Uropolv eviexouévwe va emainBeutolv and to RRM.

Eva. kKavaAl prmopel va €xel emiong S1Adopeg TMOALTIKEG KOL TIEPLOPLOMOUC OTN XPrRon Ttou
padlodpacparog yla SladopeC TMEPLOXEG I XPOVLKEG TMEPLOSOUCG. To CUOTNUO QKOO UIOPEL va €xeL
OUYKEKPLUEVOUC OTOXOUC TtoLotnTag i emtdOoewv Kal emiong va mopakoAouBel tnv tpéxovoa anddoan.

Mua Lepapytkr SLaxelpLon Twv TEXVOAOYLWV aoVPHOTNG SIKTUWONG TTOU HoLpAleTal SLOVEUNUEVEG
KOl CUYKEVTPWTLKEG AVOELC yLa €AUPETIKA TTUKVO TTOAUIWVLIKA Siktua Bo prtopouvoe va eival emweeAelg
TIPOKELUEVOU VA EETIEPAOTOUV OL TIPOKANCELG TTOU SNLoUpyoUvTaL O aUTA Ta TepBarlovta. H KeVTpLkn
Slaxeiplon, mou xpnolpomoleital w¢ Baon, pmopel va emektadsl kot va Stavepndesl pe ™ AQYPn
anodacewv SLaxelplong mou oxeTilovtal Pe TNV emAoyr] Texvoloylwv acuppatng Siktbwaong / ddaopatog
/ xavaAloU 1o kovtd oto eminedo kOpPou. ETol, pia KEVIPIKA Slaxeiplon Unopel va evepyomoLioeL Thv
Katavepnuévn dlaxeipton kat avtiotpoda. Ot alyoplOpoL mou ekteAoUVTAL KATA KOTOVELNUEVO TPOTO Oa
elval og B€on va mapéxouv KaAUTepeG eMISO0ELG, va uTtoAoyi{ouv Kal va avaAUouV CnUOVTIKA AlyoTepa
Se60pEva oo TAL CUYKEVTPWUEVA OF L0 KEVTPLKA ovtoTnta. QoTd00, 08 TEPIMTWON TIOU N KATOVEUNUEVN
TPOCEyyLon eV MAPEXEL ULa LKAVOTIOLNTIKA AUON, JLa KEVTPLKN AUon pmnopel va evepyomnoinBei. O kuplog
OKOTIOG TNG Katavepnuévng dlaxeiplong sival n mapoxn ulag AVong oe oxedovV TPAYUOTLKO XpOVO O€
ovtiBeon e Toug MEPLOPLOUOUG TN KEVTPLKO-TtoLNEVNC Slaxeiplong.

O mpotelvopevog aAyoplBuog Baocilletal og TEXVIKEG LNXOVIKNG LaBnong (machine learning) yia
TG TeXVOAOyLeg acuppatng Siktbwong / ddaopa / kavall, KAT mou TpEMEL va emtheyolv oth {wvn Twv 3,5
GHz ywa kaAUtepn eniteuén emudoocwy, el6IKA o€ TIUKVA Kat pe uPnAn cupdopnon 5G meptarlovta. O
TIPOTEWVOUEVOG OAyOpLlOpuog avahappavel va Slaxelplotel cuxvotnteg Pe SladopeTikeég adelob0TNOELG
(abeta / ywpic adsa / pepikn Gdsla) ya TNV avAyKn EKMARPWONG CUYKEKPLUEVWY QATOLTHOEWY
petadopag Sedopuevwy.

H AUon Boaoiletal oto poviéAo Tou cuothuatog npocBaong dacpatog (SAS) mou Asttoupyel otn
{wvn twv 3,5GHz. To Lepapykod povtélo SAS [7] amoteleital amd éva LOVIEAD TPLWV EMUMESWV: TOUG
XpNoteg pe adela xpnong (LUe adela xpriong), Toug xprnoteg Le mpotepatotnta npocPaong (PAL) (Leptkwg
05el080TNUEVOL) KOl TOUG XPROTEC YEVIKAC adelag mpdoPBacng (xwpig adela). Ot xprioteg PAL kot GAA
eAéyxovtal amd to cuotnua SAS Kal, CUVENMWG, TPEMEL va Kataxwpilouv kol va eAéyxouv OAEG TLC
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Aeltoupyleg toug mpokelpévou va e€acdalicouv aoparég kot xwpig mapepBoAEC meplBAAAOV o€ XPrOTEG
vPNAOTEPWY ETUITES WV.

ErtutAéov, HETA oo xprion evog Kavahol twv 3,5GHz, o alyoplBuog Ba cuveyiosl va eAEyyeL
ornoladnmote mAnpodopia ya To Kavail mou Sivetal oe cuyKekplpévn Babuida. Idlaitepa yla toug
xpnoteg PAL kat GAA, pmopel va umdpxouv odnyieg yla xprion KavoAlwv omod xpnoteg uPnAotepou
erunedou, ou onuaivel OTL PEMEL va aAAAEOUV TO KOVAAL TToU XpnoLuomnololv. Me thv BorBela tou SAS,
0 aAyoplBuog eival og B£on vo OMOKTAOEL YVWON CXETIKA ME TN XPHON TWV KAVOALWY Kal ELOLKA €AV n
priavta Bploketal umo xprion twv PAL 3 GAA. To Tlo oNUAVTIKO lval OTL 0 punxaviopdg SAS Sev eival
XPOVOTIPOYPOUUATIOTAC OE TPAYMATIKO XPOvVo, yU' OUTO KOL O TPOTEWVOUEVOC aAyoplBuog elval
omapaitnTog, WOTE Va MOPACXEL TNV KOTAAANAN, QMOTEAEGUATIKY KAl TOXUTEPN EMAOYH TWV KAVOALWV
XWPLG MPooTPIPEC HETOEL TwWV XPNOTWV yla thv opbr Asltoupyla TOU CUCTAMATOC. O TPOTELVOUEVOG
oAyopLOpog Ba TpEfel MPpWTA HE KATAVEUNUEVO TPOTO, 0 KABe KUPEAN . Al ekel Ba cuykevipwBoulv
rmAnpodopleg OXeTIKA e T SlaBeoludTnTA TWV TEYVOAOYLWV acUppatng Siktiwaong, dacpatog Kalt
KavaAlwv Kot 8a eloaxBolv 0To UNXAVIOUO HABNoNG MPokelpévou va e€axBouv SeSopéva OXETIKA UE
TOUG XPNOTEG, TOL XPNOLUOTIOLOUMEVA. CUOTAUATA aSELWV XProng, TIC YELTOVIKEG KUWPEAEG, avaBEoelg
oUXVOTATWVY KTA. META amo pla eMITUXNUEVN €mAoyr] 1 aKOpa Kal TipOBAsdn €vVOC CUYKEKPLUEVOU
KavaAloU, OAec ot TAnpodopieg avtaAlacoovral pe to eninedo MAC.

Mpokelpévou va aflohoyrniooupe KoAUTepa Tov aAyoplBud, €va mAnBog¢ amodé osvapla Kol
TEPUTTWOELG €xouv Sokipootel. To kaAUtepo KavaAl mpoadlopiletatl cUpdwva pe to SINR (avoioyia
onuartog npog napeuBoAn-ocuv-66pufo). Av to SINR evog véou kavaAlol eival KOAUTEPO Ao AUTO MOV
XPNOLUOTIOLOUOE UEXPL EKELVN TN OTLYUR, TOTE 0 Xpnotng Oa petafel oto véo KAAUTEPO KAVAAL.

O aAyoplBuoc KaBLoTa epLKTH TNV XPHON TOU UnXoviopou Sltaxeiplong padlo-nopwv (RRM) os kabe
otaBuo Baonc (Base station) omou Ba pmopet va cUMAEEEL Ta emtineda mapeBoAng yla KAOes xpriotn mou
OUVOEETOL UE EVO CUYKEKPLUEVO KOVAAL YL VO CUUTIEPAVEL TNV KATACTAGCH TOU MEPLBAAAOVTOG KOl VoL TNV
alomotnoetl KataAAAWG. Mevikd, HEow autol Tou aAyopiBuou sival duvatov va emiteuxBel kaAltepn
niolotnTa (m.x. vuhnAotepn anodoaon kat Alyotepn kabBuotépnaon).

Output:
Input: » Decisions on
« Users Centralized frequency,
« Traffic management | .. channel
* Radio used
conditions (operation
= Mobility 8 framework

2 per cell)
"

Distributed
management

Distributed
management

Elkova 7: KEVTPLKOTIOLNUEVO KAl KATAVEUNUEVO CUCTNUA.
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5 Nontdg dtaxwplopog Siktuwv (Network Slicing)

310 mAaiolo tou kepalaiov autol Oa TMAPOUGCLOOTEL N HEALETN KAl AVAAUGCH OTALTHOEWY yLa
BeAtiwpévn Slaxeiplon mopwv oe meplfallovta ta omoia yapaktnpilovtalt amdé uPnAo PBabuod
CUYKEVTPWONG Xpnotwv kat Suvaptkotntag, oaflomiotiog kot Stabeotpotntag SiKtuou ylo KaAUTepn
petadopd dedopévwv amod Kal PO Toug xprnoteg. AkolouBndnke koaboplopévn Stadkaoia ylo tov
0PLOUO TWV SIKTUWV QUTWV, TOV EVTOTILOMO TOoU TPpoBAnpatog, aAAd Kal emiluon autou UE TNV Xpron Tou
TEHAXLOMOU SIKTUOU.

Metd amd peAETn o peydAo péyebog BepdTwY OXETIKA UE TOV TEUOXLOUO TOU SIKTUOU TIoU
epevvwvtal o ladopeg SnNUOCLEVOELS, TtpoTeiveTal évag alyoplBuog ya tn dnuoupyia katl tn Andn
oMoPACEWY CXETIKA HE TN SUVOULKI KATAVOUN TOPWY TwV Tepaxiwv tou Siktuou. O MPOTEWVOUEVOC
OAyOpLOUOG aVaOUVOETEL KAl TIPOCAPUOTEL TA TEUAXLO £TOL WOTE VA TIAPEXOVTAL Ta KATAAANAQ emimeda
moLotnTag unnpeoiag (QoS) otoug KOUPoUG TwV TteAaTwy. Emiong, pio amnod Tig KaVoTOUEG TTUXEG elval
OTL 0 aAyoplBuocg Slakpivel toug tumoug twv umnpeolwv (URLLC, eMBB) mpokelpévou va &obBel
TPOTEPALOTNTA OTNV KATAANAN umnpecia thv Kplown otyur. Emiong, pe tov aAyoplBuo autd
ETUSLWKETAL N CWOTOTEPN Kal KATOAANAGTEPN Xprion Twv Mopwv (6nAadn n mpoundela mépwv and un
Kplolpeg Spaotnplotnteg, yla tnv e€umnpétnon Kplowwv Spaotnplotitwy av eivat Suvatov).

Y€ YEVIKEG YPOUUEG, £Vl TEUAXLO Uopel va BswpnOel wg £va Aoyiko diktuo mou Baciletal os eva
UTTOoUVOAO TWV PUCIKWY TOPWV Vo SIkTUOoU. Ao TV dmon auTh, UMOPEL val UTIAPXEL TEULAXLOUOG TOU
5G RAN, KaBwg KOl 0 TEUAXLOUOC AAAWY TUNUATWY, TIPOKELEVOU Va uTtooTtnpLxBel n ouvdeoipdtnTa ano
AaKpo og akpo. Katd cuvemnela, £va SIKTUO Pmopel va XwpLoTel oe éva cUVoAo Tepayiwv. KaBe tepdylo
TIPETEL VAL ELVOL EMAPKEC VLA TNV TIAPOXN CUYKEKPLUEVNC UTINpEaTiag.

Mua pEta SIKTUou elval €va eLKOVIKO SLKTUO TTou SnuLloupyeital mavw amnod éva Guoko Siktuo Je
T€tolo TPOMmo wote va Silvel tnv YPeudaicOnon otov xprotn OTL TO TEUAXLO Aeltoupyel oto SLKO TOU
OTOKAELOTLKO puoLko Siktuo. Emiong, éva tepdyto Oa rpémel va eivat éva autovopo Siktuo He §1koug Tou
€LKOVIKOUG TIOPOUG, ToTtoAoyia, por) TnG kukAodopiag kat kavoves. Mo CUCKEUH UTTOPEL VAL aVTLOTOLXLOTEL
o€ £Val TEPAXLO HE BAon TN cuvSPOW, TOV TUTIO TNG GUCKEUNE KaL TLG UTINPECLEG TTOU TapEXOVTaL Ao TO
6iktuo N va adalpebel amd autd Kal va avILOTOLXLOTEL 0€ £val SLOPOPETIKO TEUAXLO, €AV ATIALTELTOL
(8][9][10].

[ TouG OKOTIOUG TNG TAPOUCOG UEAETNG EEETACTNKE £V GEVAPLO TIOU TTEPIAOUBAVEL OXHLOTA KOl
Xxpnotec. Méow £vog TEtolou oevapiou givatl Suvatov va deioue Tov avTiKTUTO TWV anoddcewyv T060
ota Tepayta pe unnpeoie¢ URLLC 6co kal ota eMBB, AOyw Tou yeyovoTog OTL yLa TLG ETUKOWVWVIEG TWV
oxnuatwv ot urtnpeoieg URLLC eivat e€apetikd onUavtikeég, evw yla erBarteg / meloug xpnoLlomnoLeitaL
n xprion twv eMBB unMnpPecLWV yLa TN LETAS00N TOU TIEPLEXOUEVOU, KATL. H Katavoun Twv mopwv apyLka
£XEL TPOTEPALOTNTA YL TO TEMAXLO pe umnpecia URLLC Adyw NG Kplowng ¢uaong tng Kot oL urmtoAoutol
niopot StatiBevral o eMBB Tou pnopolv va ipoodEpouv Bivieo LPNANG EUKPLVELOC, TLEPLYNGON KATL.

Xxxiil



PhD Thesis Belikaidis loannis-Prodromos

umc@

Ewkova 8 : Emokomnnon oevapiou.

O aAyopBuog, o omoiog £€xel dnuoupynOsi, gival Lkavog va eTAUGEL TO IPOBANUA TNG KATAVOUAC
TWV TIOPWV o€ TeEPA)LO. MEVIKA, UTTOBETOVTAG Lo opada TOpwV Tou eival StaBgotpeg yia ta SladopeTika
TeEMAyL SKTUOU, YIVETAL QVILOTOXLON QUTWV TWV OUAdwv TOPWV OTA avTioTola TERAXLA (T.X., €AV
urapxet aitnon yw URLLC i eMBB umnpeoilog). Av n avadeon twv mopwv Sev nTav €mtUXAg o
oAyopLOpuog mpEmeL va TpELeL Eava yla va Bpet piot aAAn mbavn Avon (yla mapadetypa, onwc avadepbnke
TIPONYOUMEVWG, OVAKATAVOUN TWV UGLOTAUEVWY TIOPWV v lval Suvatov).

Ye autn tn HeAétn eotialoupe Wolaitepa otig untnpeoieg URLLC kat eMBB. OAa ta otolyeia €xouv
vlorownBel oe mpooopolwT EMUTESOU CUCTAMATOG HE TA OKPLPr otolyeia tou meplBaAlovtog, g
KLVNTIKOTNTOCG TWV XPNOTWV aAAA KOL TWV TOKETWY TIOU QTTOCTEAAOVTAL TIPOKELUEVOU Vo avarapoyBel
KoAUtepa to TteptBaliov mou Oa xpnotpomolnBolv oto eyyUg PEAAOV oL texvoloyieg aAAd Ko oL
UTINPECLEG QUTEG.

H 16€a yLa Tov Tepa)Lopo o SIKTUOo £XEL TTPOOSLOPLOTEL yIa 0evApLa OTIOU ATIOLTEITOL TAUTOXPOVN Kal
SLapopPETIKA XPrion amo MEAATEG UE CUYKEKPLUEVA SLAS. Ie auth TtV £pguva, cuvuTtoAoyiletal n xpron
twv untnpeotwv URLLC kat eMBB, mpokelpévou va aflodoynBel n enimtwon tng av€nong tg xprong pia
€€ autwv (eite eMBB eite URLLC) ite akopa kot Twv dUo otn ouvoAlkn anodoon tou Siktuou. la tov
Aoyo auto, mpoteivetal évag aAyoplBpog yla t Snuoupyia kat tn AQPn amodpAcEWV OXETIKA LE TN
SUVAULKA Katavoun mMOpwv oe TePdxLa Siktuou, n omola avadlapopdwvel Kal TPooapUoleL T TEUAXLA
£T0L WOTE VO OPEXOVTAL T KATAAANAQ emtimeda moldTnTag Twv unnpecwwy (QoS) mpog toug KOUPBoUG TwV
KLVNTWV TIEAATWV. ZUVOALKA, 6oov adopd tn xprion mopwv petafl tou URLLC katl tou eMBB, daivetal otL
o avtiktumog Sev eival moAU uPnAog, emouevwe n Kpiowun unnpeoia URLLC umopet va e€umnpetnBel
ETAPKWE amd €va HIKPO TIOCOOTO TOPWV TIou €Xouv adlepwBOEl OTO CUYKEKPLUEVO TEUAXLO, EVW N
umoAounn kivnon avtiueTtwniletal SuvapLka anod ta Tepaxia eMBB. Ao Ta eupruato mapatneeital ot
n kaBuotépnon tng unnpeciag URLLC pmopet va ptdoel kovtd ota 2ms (yla pikpd makéta 32bytes) kat
vevika &ev umepBaivel Ta 7ms (yla peyaAltepa rakéta twv 200 bytes) kal n untnpecia dev emnpedletal
KOTA TTOAU, AOyw tou £Eumvou alyopiBuou mou xelpiletol Toug mOPoUC TwV TeEaXiwy Tou SiKTtUou.
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6 ALQMOLPACHAC KO KOTAVOUN TTOPWV VEWV UTNPECLWV

To 5G xapoaktnpilletal amo Ti¢ TPOKANOELG TNC TAXELOC AVATITUENC TwV CUVEECEWV KvNTAC ThAsdwviag
KOl Tou 0ykou KukAodopiag [11], [12]. Ma TNV OVTLLETWIILON QUTWV TWV TIPOKANCEWV, TIPETEL VA UTIAPEEL
OMTOTEAEOMOTIKY) EKUETAANEUGN TWV OAOUPUOTWY TEXVOAOYLWY, WOTE VO TOPEXETOL MEYAAUTEPN
XWPNTIKOTNTA 0KOAOUBWVTAG TPELG KUPLEG SLAOTACELG: i) UTIEPOUUTTUKVWON UECW UIKPWV KUYPEAWY, ii)
efloopponnon ¢optiou oe 0Ao to Slabéowo pacpa Kat iii) eKpeTAAAeuon MOpwWV Ot SLADOPETIKES
texvoloyieg. Aappavovtag umon To CUYKEKPLUEVO TPLOSLAOTOTO LOVTEAD, TO OTIOLO UTopEl va ovopaoTel
w¢ ektetapévn Suvaplkn katavoun ¢acpatog (eDSA), pmopolv va Sloxelplotolv amod Kowvou
Sladopetikég Lwveg GAOUATOC Kol TEXVOAOYLeC, woTe va BeATwOEeL n oldtnTa gunelplag Twv xpnotwv
(QoE).

‘Eva. amod ta KUPpLO. GEVAPLO TIOU TIPETEL VO AVTIUETWITLOTEL CWOTA Elval N TEPIMTWON ETEPOYEVWV
SIKTUWV OTOU £aPUOTETAL ULO TEPAOTLA AVATTTUEN HLKPWVY KUPEAWVY yla TNV MOPOXN KLAG OUOLOpoPdNG
gupUIWVIKAG EUMELplag oToug Xpnoteg, AapBavovtag unoPn epapUoyeEG e SLAPOPETIKEG OMALTHOELS
QoS, onwg pon moAvpéowv vPnAng avaiuong , mawvidla, KARoelg Blvteo kal unnpeoieg cloud. Muwa
ONUAVTIKA TIPOKANGCN o€ aUTA Ta Sdiktua elval n anoteAeopatikn dlaxeiplon mapeuBoAwv cuv-KavoAlwv
(CCl) mou cupBaivel Aoyw tng eyyvtntag Hetafl twv SBS. Qg ek touTtou, Sedopévou OTL Tal 1dLa KavaALa
EMavoypnolgonolovvtal Uetall Twv SBS Adyw twv omdviwv dacuatikwyv mopwv, to CCl amoteAel
ONUOVTIKO TIEPLOPLOTLKO Tapayovta yla tnv anddoacn tou SiKtuou.

Mo TNV QVTLULETWITILON QUTAC TNG TPOKANGNG, €X0UV TIPOTABEl TEXVIKEG SUVAULKNG avVABETNC KAVOALWY
(DCA), eite Aappavovtag umon pia Keviplkn mpooéyylon [13] eite pa Stavepnuévn [12]. Mpémel va
ONUELWOEL OTL Ol CUYKEVIPWTLKEG TIPOCEYYIOEL €XOUV TIOAAA TIAEOVEKTAMOTO oo TNV Amoyn tng
arnodoong. Map '0Aa autd, n vPnAn umoloylotiky TTOAUTAOKOTNTA TO KaBlotd akatdAAnAa ywo tnv
Tepimtwon evog etepoyevolG SIKTUOU HE TEPAOTIO 0plBUo Uikpwv kKuPehwv. Emopévwg, ol
KOTavepnUeEveg Texvikég DCA £xouv kepSioel to evlladEpov MOAAWY EPELVNTWY WG AUCN TIOU UIOPEL va
ebappootei og peAlovtikad acUppata Siktua. Qotdoo, n mAslovotnta twv oxediwv DCA otn BLBAloypadia
Bewpolv OTL Ta SBS Sev kAvouv dLakplon PETALY altnuatwy KukAodoplag and epappoyEg e€omMALoHoU
xpnotn (UE), akoun kot av oL ebaployEg Sev €Xouv TNV BLa POTEPALOTNTA Ao TNV armodin Tou XpHRaotn.
AapBavovtag umoyn otLota diktua 5G, n kivnon Ba kupaivetal amo vPnAoug pubuolg Sedopévwy HEXPL
ULKPQA TIOKETA VLA ETILKOWVWVIA HNXOVWVY, KOAUTITOVTOG LA TIOWKIA LD SLapopeTIKwY EPapUOywWY, UTIAPXEL
pLa avaduodpevn avaykn yla cuotrpata DCA mou npoodépouv Sladopomnotnuévo QoS os kabe xpnotn,
avtipetwnilovtag T petafariopeveg ouvOnkeg diktuou kat to CCl mou dtadépel armo to xpovo. Me Baon
OQUTAV TNV TOPOTHPNON HEAETABNKE £VOC TPOTOMOLNUEVOG UNXOVIOMOG Slaxwplopol SlavepunUévwy
KavaAlwyv riou Aaupavel umoyn ta xapaktnplotika CCl kat QoS twv xpnotwv. To npotewvopevo DCA (IQ-
CS-DCA) mou Baociletal otov Stoxwplopd kavaAwwv Interference kot QoS pmopel va xpnotpomnownel yia
VOl XPNOLUOTOLEL OTTOTEAECUOTIKA TOUG GOOUATIKOUE TTOPOUG KAl TAUTOXpova va Sivel mpotepatdtnta
OTOUG XPNOTEC HE ePOPUOYEG TIEPLOPLOUEVNG KaBUOTEPNONG (Owg pon Bivteo).

Ta emAeypéva oevapla ival ta €€NG:

e Massive loT (Internet of Things): auto to oevaplo avadépetatl oto "low-end loT" kol KaAUmTeL
OUOKEUEG HE OMOopadIKN KOl OVEKTIKN KaBuotépnon KukAodopiag, mou amoteAeital Kuplwg amnd
olvtopa Takéta. Metafy aMwv, authi n katnyopia mepllapPavel cuvnBwg GopnTEG CUOKEUEG,
€EUTIVOUC LETPNTEC, OUOKEUEG OLKLOKOU OUTOUOTIOMOU, UYELOVOULKN TiepiBaAn, un Kplolpoug
owobntnpeg £fumvwv TOAEwvV Kol acUppata Siktua awobntipwv yla mapoakoAolBnon Ttou
neptBariovrog.

XXXV



PhD Thesis Belikaidis loannis-Prodromos

e EfalpeTkA afLOTILOTEC ETUKOWWVIEG: QUTO TO OEVAPLO avadEpeTal o€ €va SikTuo mou uTmootnpilel
UTNPEGCIEG e aKpaleg amalthoelg yia StabeciuotnTa Kal alomiotia. SUYKeKpLUéva, TipoBAEmEeTaL va
UTIAPXOUV VEEC EDAPUOYEC BaoLOpMEVES OE eTUKOWVWVIO M2M (amd pnxovr o€ pnxavnua) kot loT pe
TIEPLOPLOUOUG OF TIPAYHATIKO XPOVO, ETLTPEMOVTOG VEEC AELTOupyieg ylo tnv oodpAAeln TG
KUKAodoplag, TNV AMOTEAECUATIKOTNTA TNG KUKAOOplag N Tov €AeyXo KplolNnG amooToAng yla
BLOUNXOVIKEG KOl OTPATLWTLKEG EHAPLIOYEC.

e Kwntkotnta uPnAng taxvtntag: auth n nepimtwon xprong Aaupavel utoyn neptaiiovra uPnAng
KLVNTIKOTNTAG (TLY. TPEva UPNANRG TaxUTNTAG, AUTOKIVNTO O€ OLUTOKIVNTOSPOUOUG K.ATL.) OTIOU TIPETEL
va emteuxBoUv eUPUTWVIKEC ETILKOLVWVIEG.

e Eupulwvikn acupuatn cuvdean: auth n MepiMTWon XPrHong anoteAel To oevaplo evdladEpovtog Kal
gotlalel og €va Pelypa olklakoU, eTXElpnUATIKOU Kot Snuociou meplBaAloviog e€wteplkol Kot
E0WTEPLKOU XWPOU TIOU BplOKETAL O UL TTUKVOKATOLKNUEVN aoTiki Tteploxn (BA. Zxnua 1). e avtnv
TNV MEPUMTWON, £VOG HEYAAOG ApLOUOC UKPWY KUTTAPWY CUVUTIAPXOUV EVTOC EVOC LOKPOKUTTAPOU
nipoodEpovtag BEATLWHEVN EUMELPLA ETILKOLWVWVLOG OTOUC XPrOTEG.

Mpokelpévou va kavormolnBolv oL amaltroel 5G, Tou Xapaktnpilouv TN GCUYKEKPLUEVN
neplmtwaon xprong, mPotelvoupe évav pnxaviopd DCA yla tTnv amoteAeoUaTIKY Xpron tou Slabéotuou
dAaouaTog, HE YWWHOVA TOV ouVToVIoUO tou CCl Kal Twv analtioswv QoS twv xpnotwv. H évvola Twv
etepoyevwy OIKTOWV €o0Tldlel otn BeAtiwon g dacuatikig amodoong avd povada MePLOXAC
Xpnolpomolwvtag eva SladopeTiko ouvoAo otabuwy Baong (BS), o éva cuvduaoud LOKPOKUTTAPWY Kall
ULKpWV KU EAWV.

Y€ QUTAV TNV EVOTNTO, TIEPLYPADOULE TOV TPOTEWVOUEVO pnxaviopd 1Q-CS-DCA nou Baoiletal
otov pnxaviopo IACS-DCA. Apxikd, mapouctdaloupe pia adnpnuévn dlatunmwon tou Bswpolevou
npoPAnuoatog PeAtiotonoinong, evw otn ouvéxelo Olvetal pla To OAyopLOULK T(POCEYYLON TOU
T(POTEWVOUEVOU HNXAVIGUOU.

O TIPOTEWVOUEVOG UNXAVIOUOC UTtopel va xwplotel oe mévte kUpla otadla Kat kabe ¢aon
nieplypadetal v cuvtopia.

e Odaon apxkomnoinong: Katd tn dtdpketa autng tng daong, kabe SBS emAéyel Tuxaio éva KavaAl and
TO 0UVOAO TWV SLaBECIUwWY KavoALwy Kal LeTadidel éva onua beacon og auto To KAVAAL

e  ®don pétpnong: Kabe SBS petpd meplodika tnv otyploia oyl onuatog ¢papou o kabéva amnod ta
SlaB<opa kavalla yLa pla CUYKEKPLUEVN XpoVviKn Stapkela. H AndBeioa oxU¢ umopei va urtoAoyLotel
Aappavovtag unoyn toco tv anwlela Stadpoung 0co kat ta patvopeva e€ocbéviong yla pia 1o
oAokAnpwpévn avaluon tou replBailovtog padlodwvikng dtadoonc.

e Anuwoupyia mivaka mpotepalotntog KavaAlou: Kabe SBS dnuloupyel Tov Tivaka TPoTEPALOTNTOG
KavaAlol Bacel Twv pEowv emumESwv Loxuog CCl. Zg auto to Brua, n péon toxug CCl pmopel va
UTOAOYLOTEL £lte YpnotpomolwvTag To GIATPAPLOUO TPWTNG TAENG apouoLlo Pe to [14] elte pe Tn
XpNon GAAWY UNXAVIOUWV EKUABnong / HECOU OPOU TIOU XPNOLUOTIOLOUV TIPONYOUUEVEG LETPHOELG
CCl kaL o6nyoUv ot pla otabepn ekxwpnon. To kavaAL e To xapnAotepo CCl epdaviletal mpwTto otov
miivaka mpotepaldTNTag Ko akoAouBouv ta alla kavaAla pe ¢pBivovoa oelpa CCI.

e YUvbeon UEs-SBS: Katad tn Stdpkela authic tng ¢paong, kabe UE cuoyetiletal pe £va SBS avaloya pe
Sladopeg petpnoelg (m.x. tnv udnAotepn €vdelén oxvog onuatog AnYng (RSSI), To doptio Adyw
aAA\wv UE mou oxetiovtal pe auto to SBS k.Am.).

e JuMoyn attnpdatwv: KaBe SBS cuAAéyel ta altripata kavaAol ano ta UE.

e Anuwoupyia mvakwyv mpotepalotntag anaitnong User QoS: Ta UE €xouv mpotepaldtnta avaAoya Ue
NV mpotepaLoTNTA £EPAPUOYAC TOUG Kal Ta SBS Stapolv tov Tivaka mpotepalotnTag og moAAoUG
niivakeg (avaAoya pe tov aplbud twv UE / ebappoywv). To mpwto KavaAl kaBe mivaka avtlotolyei os
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kaBe UE avaAoya LLE TNV POTEPALOTNTA EPAPUOYNG TOU KAL TNV TOLOTNTA TOoU KavaAlol mou Sivetal
arno 1o eninedo oxvog CCl (kaAutepa kavaAla Sivovtal oe UE e auotnpoTepEC amaltioslg QoS).

e Ekxwpnon kovaAloU: KaBe SBS ekywpel ta KavaAlad OTOUG XPNOTEC Ue BdAon Toug TVAKEG
npotepatotntog Qos.

Ma tv afloAdynon tng MPOTEWVOUEVNG AUong, ebpappootnkay SUo adyoplBol wg mpwTto otadlo.
Ma mapadelypa, ot xprioteg loT Ba €xouv XapnAn mpotepaldTNTA 0TOV aAyoplOud pag, ol e€aLPETIKA
0LOTLOTEG eTUKOWVWVIEG Ba €xouv tnv UPNAOTEPN TPOTEPALOTNTA, TIPAYHO TIOU onuaivel otL Ba
ekywpnBoLV og KavaAla pe kaAutepn Tun SINR. TEAOG, oL eUPUTWVIKEC ETILKOLVWVIEG OTIOU OL XprRoTeg Oa
€XOUV €ite pLla peoaia TTPOTEPALOTNTA OE OXECN LE TNV TOLOTNTA TOU KavaAloU Tou €XeL ekxwpnBel n
oKOUN Kal plo uPnAn mpotepatdtnta, Sedopévou OtL Ba pmopolcav va avrnkouv O Lo Katnyopia
XPNOTWV TIOU TIPEMEL VA €X0UV XapnAd AavBavovta xpovo Kat unAn anodoon.

O npwtog alyopLlOpog rou epeuvnBnke ovopdleton «AAyopLOuog kavaAlol tuxaiog Baonc». Auth
n Abon &gv €XEL CUYKEKPLUEVN AOYLKA YLO TNV EKXWPNON KAVOALWVY Kal YL 'autd ovopaletal "tuyaia”,
ekYwpel auBaipeta Toug XproTteg o SLPOPETIKA KAVAALO XWPLE KOO YVWaoh TN TPEXOV NG KATACTACNS
TWV KAVAALWV 1} OAOKANPOU TOU CUOTHMOTOC. Xpnolpomoleltal w¢ Bactkn ypapun ywa tn cuykplon,
afLoAoynaon kat BeAtiotonoinon TG AMOTEAECUOTIKOTNTOG TOU EMOUEVOU aAyopiBuou mou mpoteivoupe.
H Stadikaoia emdoync StadEpel and tov alyoplOpo ekxwpnong TUXALWY KAVOALWY. € 0UTO TO CNUELD
ELOAYAYETOL €Va KEVIPO EAEYXOU yLa TNV EUPECH Kal ETUAOYI TwV KAAUTEPWY SLABECIUWY KavaALwV (gav
uTapxouVv). To KaAUTepPo KavaAl avayvwpiletal cUpdwva e to SINR kat edv to SINR gvog véou KavaAlol
elval KaAUTEPO Ao TO TPEXOV XPNOLUOTIOLOUHEVO, TOTE To UE Ba aAAGEEL 0TO KAAUTEPO KAVAAL AUTOG O
oAyopLOuog emtpénel RRM pe yvwpova to neptBaAlov, kabwg kabe otabuog Baong unopei va GUAAEEEL
ta enineda mapepPolwv yla KABe xpriotn mMou eival cuvOleSEPUEVOC O €val OUYKEKPLUEVO KAVAAL,
TPOKELPEVOU va e€axBel n katdotaon tou MeplBAAAOVTIOG Tou padlodwvou Kol Vo To eKUETOAAEUTEL
KOTAAANAQ. TEVIKA, aVOUEVETAL OTL LECW OUTOU Tou adyopiBuou, Ba sival Suvartn n enitevén KaAuTtepng
nolotntag (r.x. uPnAotepn anddoon, UKpOTEPN KaBUoTEPNON).

MNa tnv aflohdynon TETOLWV EVVOLWY, EKTEAOUVTOL EKTETOHUEVEG TMPOCOUOLWOEL O €MIMESO
cuothiuatog. O mpooopolwtng AauBavel umoyn diadopeg mMapaUETpoug ONwe eminedo KukAodoplag,
SlaBOgoa otoeia urtodoung, Stabgatpa kovaia kat aflohoyel Tic SL1adopeg MEPUTTWOEL SOKLUWV.

To AMOTEAECLATO ATTO TOV TIELPAUOTIOUO pag Seiyvouv OTL KATA PEGO OPO, O TIPOTELVOUEVOC AAYOPLOUOG
anodidel kaAUtepa amo Toug aAAoug SUo alyoplBuoug (€wg katl 50%), W6iwg oe unnpeoieg UPNARG Kal
peoaiag mpotepaldtntag, §ivovtdg toug pa wnon otnv amodoon. AvtiBeta, ol umnpecieg XapnAng
nipotepalotntag daivetal ot Sgv wdheholvtat 6oo ol dAAeg §Uo. Eival emiong mpodaveg 6T o alyoplBuog
pog amodidel kKaAUTepa o oX60OV KABE SOKLUACTIKY TIEPLTTTWON KOlL ELOLKA OE TIEPLUITTWOELG HE UPNAOTEPQL
doprtia (o cUYKPLON LE TIPOCOUOLWOELG UE AlydTtepO dopTtio).

7 Awyxeipion nopwv padioouxvottwyv (RRM) og eptBaAAov MOAAANAWV CUVSECEWV

Y€ OUVEXELA TNG TIPONYOUEVNG EPEUVAC EEETAOTE TIC QUTALTNTIKEG MEPLUTTWOELS XPHong Ke uPnAo
doptio kal MOAU meploplopévn kKabBuotépnaon yla va KOAUWYETE UTNPECIEG OTWE N BeATIWUEVN KvNTH
eupulwvikotnta (eMBB), ol pallkEG emKoWwVieg TUTIOU pnxavng (MMTC) Kot oL EEALPETIKA AELOTILOTEC
ETUKOWVWVIEC xapunAng kabuotépnong ( URLLC). Mia owoth avtlotoiyon Twv ¢popéwv cuviotwowyv (CCs)
OE QUTA TNV KATAOTOON ETUTPEMEL TNV aUENon tn¢ dlakivnong SeSopEVwY PO TOUG XPrOTEC £WG KAL KATA
60% oc oUykplon He éva armAo oAyoplOuo ANPng oxvog yia t Slaxeiplon cuvdéoswv. Mo akopa
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Aettoupyia rou Ba xpnotpomnownBei eivat n moAAamAn cuvdeoipodtnta [15], n omola otoxeV el va eivatl £vag
amd TOUC TAPAYOVTEC TIOU ETUTPEMOUV TNV EUPEL XPron Twv emepyopevwv Siktvwv 5G. Me 1t
Suvatotnta MOAAAMAWY CUVOECEWY, O XPNOTNG UIMOPEL VO GUYKEVTPWVEL TOUG padLodwvikoUG OpoUG
oo TePLooOTEPOUC amnod SVo KOpPouc Siktuou, emtTpénovtag £tol TRV awodntn avénon tng taxvTNTAg
ANPng 6edopévwv aAla kal tng aflomiotiag.

Mo tv afloAdynon UECW TPOCOUOLWOEWY TIPEMEL VA EEETACOUUE OPLOUEVEG TITUXEG TIOU
oxetilovtal pe tn Stapopdwaon, Ta poviéAa neptBaiiovtocg, Ta Siktua (MTPOCOUOLWHEVO CUCTAUATA), T
ovVaAUTIKG oTolxeia, tn Sdlaxeiplon cupPaviwy.

To armoteA\éopata amno ToV MPOCoUoLWTH emmEéSou cuotipatog 5G aflodoyouvtal oe ox£on LE
oplopévoug atoyoucg KPI (r.x. 6cov adopd tnv anddoon f thv kabuactépnan).

Mia meploxn umopel va xapaktnpiletal and tov TUMOo TNG, Yo MAPASELYUa AOoTLKr, TIUKVA N
umepBoALka mukvh (m.x. kotoypadr AMATHOEWY UEYAAOG CUYKEVIPWONG), TIPOACTIAKEG f} OKOUA Kol
OYPOTIKEC. ALOPOPETIKEG TIUKVOTNTEG XPNOTWV Kal KukAodopiag e€etalovtol avaloya UE Tov TUMO
neploxnG. Ta HOVIEAA QMOCTOANG TIAKETWVY TOU Xpholpomolouvtal eivat, mMMTC(TR36.888 [16] kal
TR37.868 [17]), eMBB Bdon ta povtéAda FTP 1, 2, 3 (3GPP TR 36.814 [18]) kat URLLC cUudwva pe ta
[17][19]. EmutAov untootnpilovtal Ta akoAouBa HovtéAa KLVNTIKOTNTAG:

e Random Walk: ZUpdpwva pe autod to poviélo kabe meldtng/xprnotng alhalel tnv toxuTnTaA Kol tv
KateVLBuUvVoN Tou o€ KABE Xpoviko Slaotnua. H mpoemAeyévn TN TOU XPOVIKOU SLaoTAUATOC Elval
1s, eV QUTEG OL TUUEG UITopoUV va pubuLoTtolv ek véou. o kaBe xpoviko Stdotnua, n katevBuvon
en\éyetal amno (0, 2m], evw n taxuTnTa akoAouBbel o opoldpopdn i Gaussian katavoun ano To [0,
vmax].

e [papukn Kivnon: kaBe meAdtng/xpnotng emléyel Tuxaia pa KotevBuvon Kal KWeltal Kotd HRKog
ouTtouU, PE Pl otaBepn taxltnta. Zuvexilel va KLVelTal MPog auth TNV KateuBuvon aKOUO Kol av
dtaoel ota opLa TwV KUPEAWV.

e Tuyaioa KatevBuvon: KaBe mehdatng/xpriotng emAéyeL tuxaia pia kateBUvVeon Kot KWVELTOL KATA URKOG
QUTNG, Ke pia otaBepn TaxuTnTa, LEXPL VO GTACEL OTO OPLO TOU KEALOU. ITN GUVEXELQ, ETILAEYEL AAAN
katevBuvaon yla va tafldEPel Kal Kiveital pe tnv bla tayutnta péxpL va ¢tdoel Eava oto 6plo TG

KUPEANG.

‘Evag otaBuog Baong unopel va xapaktnplotel ano dtadopeg 1&LOTNTeG. ELOLIKOTEPQ, OL TOUELG €XOUV
miounodEkteg (TRXs) oL omolol pmopolv val Xapaktnplotouv amod mtuxeg daopotog. PHY / MAC
abstractions kat RRM pnxaviopouc. Mo mapadelypa, ol tumikoi aAyoplBuol RRM omnw¢ o round-robin,
oAAQ Kal ol aAyoplBuol épeuvag onwg avadépetal oto [20] €xouv £dapPUOOCTEL OTOV TPOCOUOLWTN
erunédou ocuotiuatog. Ocov adopd TOV TEUAXLOUO, OL TIOALTIKEG SLOHOLPOCHOU Kal KOWNAG XPRong
e€etalovrtal MpoKelEVoU va SlateBouv oL KataAAnAoL TOpOoL OTa TEUAXLO CUUPWVA UE TIG {NTOUUEVES
unnpeoieg. EmumAéov, edpappdlovtal Stadopol alyoptBuot RRM yia tnv aloAoynon Sladpopetikwy
OTPATNYLIKWY SLOXELPLONG TIOPWVY, avVAAOYQ LLE TIG UTIO EEETAON TIEPUTTWOELG XProNnG.

Madiky moAhamAfp €€o080¢ kal moMamAég sicodot (MIMO): Ymoothplén kKavaAlwv eléyyou Kal
Sebopévwy yla palikég Asttoupyieg MIMO mou Baoilovtal os doun e KeVTpLkn S£aun, Tou BeATLwvouv
™ daopatiki anddoon Kat emtuyxavouv unAotepoug pubuouc Sedoucvwy, evicxbovtag thv andédoon
TWV KATAVOAWTWV.

O teAKOG Xpnotng eival ouvdedeI€EVOG OE TIEPLOCOTEPOUC OO EVav KOUPBOUG SIKTUOU TIPOKELUEVOU
va gvepyornolnBel n petadoon moAAAmAwWY cUVOECUWY. AUTO Umopel va xpnotwuomnotlnBel oe cuvbuaouo
N OxtL pe umootnplen Staxwplopol maketwy. H aflomiotia pnopel eniong va BeAtiwOel edv umdpyouv
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TMOAEC cuvbéoelg. H ouvaBpolon tou dopéa xpnolpomoleital yla vo auénoel to eUpog {wvng Kal,
OUVETIWG, va au&noeL To bitrate. KaBe cucowpeupévog dopéag avadépetal we bopéag cuviotwowy (CC).
To CC pmopel va €xet evpog Lwvng 1,4 €wg 20 MHz kol pnopoUlv va cuykevipwBouv KAt 'avwTato oplo
TEVTE UETADOPEIC OUVIOTWOWY, OMOTE TO MEYLOTO OGUVOAWKO €Upog {wvng eivat 100 MHz yua t™
pokpornpoBeoun e€€AEN (LTE). M tn otrpEn tou diktuou New Radio (NR), to CC pmopel va ¢ptacel ta
400MHz ywa {wveg peyaAutepeg twv 6GHz og eUpog Lwvng mou oxetilovtoal e NR kat péxpl 16 dopeic. O
TIPOOOMOLWTHG UTtooTNPLleL puBuLlopeva eupn {wvng. H texvoloyia NB-loT avamntuooetal "eviog {wvng"
oto ¢paopa rou StatiBetal yia o LTE, xpnolLomolwvTag UITAoK TOpwY HECA OE €va KOVOVIKO dpopéa LTE.
To cuvtetayuevo moANamAo onpelo (CoMP) xpnotpomoteitat yia tnv artootoAn kat Ann dedopévwy mpog
KOl amo €vav TeAlkd xpnotn amo Stadopa onueia ya va SltaopaAloTel OTL emituyXAveTal n BEATioTn
arodoon akoUn Kol OTLG OKUEG KUPEAWV.

Je autn TNV €peuva, o véa Asttoupylkotnta RRM yia t Staxeipton CC evowUOTWVETAL KoL
aflohoyeital oTovV TMPOCOUOLWTH EMUMESOU CUOTAMATOG. AUTH N AELTOUPYIKOTNTA avadEpeTal we
Slayxelplotng popewv cuviotwowyv (CCM) kal €xel oxeSlaotel yLa Tn BeATiwWoN TwV LETPHOEWV amodoang,
onwg n anodoon tou UE (yla untnpeoieg eMBB) i n alomiotia ouvdeonc (yia uninpeociec URLLC) péow tng
Slaxeiplong ocuvééopwyv oe éva meplParlov moAamAwv cuvbéoswv. MOALG éva UE amoboBel oe éva
npwteLov kuttapo (PCell) kat €tot yivetal o kKUpLog KOUBoG (MN), cUUPwWVA e TO KPLTAPLA KWVNTIKOTNTOG
Tou cuppopdwvovtal pe to 3GPP, ekteleltal n Asttoupylkotnta tou CCM yia auto to UE o€ autov tov
KUpLo kKOpBo. Ano ta CC mou S€xetat to UE pe eAdyiotn oxu, to CCM avayvwpiletl To utoocuvoAo twv CC
Tou TpOKeLtal va arnodobolv oe autd to UE wg mpwrtoyevr) Ssutepelovta kuttapa (PSCells) kat
Seutepelovta kuttapa (SCells). Me to mpwto, to CCM ekteAel tehikd P cUveon koppou UE-to-network.
To tehevutaio (SCells) umopei va cuvdéetal eite pe 1o MN eite pe éva dedopévo SN yla va eMeKTelvel TO
SlaBéopo evpog Lwvng petafd tou UE kat ekeivou tou kopPBou Siktvou. MNa va mpoodloplotel to
umoouvoAo twv CC nou Ba ekywpnBouv ce UE, o CCM umoloyilel pia Babuoloyia yla kabe Stabéoipo
CC, cUpdpwva He TNV TOATIKN KAmolou ¢opéa ekpetdMevong. Ta kopudaia CC amoTiuwvtal ot
ocuveéxela oe auto to UE, mou ¢hogevel eite €va SCell (av avikouv octo MN f éva TPONYOUMEVWG
ekywpnB£v SN) r PSCell, edv sival to mpwto CC rou avtlotolyel o auto to UE mou avrkel o€ évav KOUPBo
Stadopetikd amnod tov MN. 2to [21], n u€Bodog BabuoAroynong ebapuolel éva cuoTnua BACLOUEVO OF
KQVOVEC.

Ye mepBarlovia mMMTC, pia amod TG ONUOVTLIKEG TAPOAUETPOUC €lval N TMUKVOTNTA oUVOEONG TWV
OUOKEUWV. XUpdwva Pe Tto €yypoado tng ITU [20], n mukvotnta cUVEECNC €lvol O GUVOALKOG aplOpoc
OUOKEUWV TIOU TANPOUV CUYKEKPLUEVN TtolotnTa untnpeoiag (QoS) ava povada emidavelag (ava kmn2).
Mpénel va emiteuxBel mukvoTNTA OUVOECNC YL TIEPLOPLOUEVO €UPoG LwvnNg aloUPUATOU SLKTUOU Kot
aplBuo onueiwv olvdeong. To QoS otoxo €xel va umootnpifel tnv mapddoon €vog UNVUUATOC
OUYKEKPLUEVOU UEYEBOUC PECO OE CUYKEKPLUEVO XPOVO Kal PE Kamola mbavotnta emtuxiag. AutA n
amnaitnon opiletat yla Toug okomoU¢ TNG a§LoAdynang oto oevaplo xpriong mMTC. Z0udwva pe tv ITU,
n eAdyLlotn anaitnon ya mukvotnta cuvéeong eivat 1.000.000 cuokeuég ava kmA2.,

H amaitnon kavomoleltal €dv n mukvotnta cuvdeong C elval peyaAltepn f ion pe 1.000.000.
AvadEpoupe akopa To eUPOC {WVNG CUXVOTATWY TPOCOUOLWONG TTOU XPNOLLOTIOLELTOL VLA TNV EKTTANPWON
™ anaitnong. EmutAéov, avadépoupe tnv anodoon tng ovvdeong (Letpoupevn wg N 'Stapepévn pe
gupog {wvng mpooopoiwong) yla tnv emteuxbeioa mukvotnta cuvdeons. To BewpoleEVO MPOTUTIO
Snuoupyiag makeTwy yla pua tétola afloAoynon sivat, péyedog unvoparog 32 bytes kot 1 pAvupa / 2
wpe¢ / ouokeur). H adlen tou makétou akolouBel tn Sladikacia adng Poisson. Exouv Ste€ayBel
TIPOCOUOLWOELG O€ EMUMESO CUCTANATOG yLo TNV afloAdynon TNg MUKVOTNTOC oUVSEaNC og epLBAaAAovTa
mMmMTC. Ot mapapetpol cuxvotntag Aappavovtatl untoyn otn npooopoiwon. Qg ek toutou, Bewpeitat
gupog Lwvng anod 180KHz éwg 1.08MHz. O pubuog emutuyiog (6nAadn n emTUXnG LETASO0N KNVUMATWY)
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umoloyiletatl yia vo gleyxBel to amodektod emimedo mukvoTNTAG OUVOECNC Yyl TNV €mitevén Ttou
katwdAiou Tou 99% emtuyiog (1% tng anwAeLag).

Y€ qUTA TNV EVOTNTA Ipaypatonoleital n aflohoynon ylo va Seifel ta opéAn amo t xprion tou CCM
o€ nepparlov moAanAwv cuvbeoswy. MpwTtov, meplypAadeTAL YL TUTIKN TiepimTtwaon BeATioTonoinong
otnv omnola Ba xpnotpomnotnBei to CCM, og avicopporia poptiou diktuou. EmMuTAéov yivovtal MelpapaTa
avadoplkd HE TNV TUKVOTNTO OUVOEONG KOL OTN OUVEXELM, TIOPOUGCLA{OVIaL TA ATOTEAECUATA
T(POCOUOLWONG KoL EEAYOVTAL CUUTTEQPACUATA.

Ta anoteAéopata Seiyvouv otL, Sebopévng TNG avicopporiag Tou ¢optiou Tou £xouv OAa Ta
Siktua, N MPOTELVOUEVN TIPOCEYYLON EMLTPEMEL TN BEATIWoN TG SLOKIVNONG TWV XPNOTWV aVeEApTNTA OO
Tov aplBud twv amootoAwv CC mou 6Sivetal pe tnv Kown ektipnon kabe CC, RSRQ kal doptiou.
ElSkOTEpQ, €va pEYLoTOo KEPSOG amodoong 40% o€ oxeon Ue TNV BOOLKA YPOUUN ETLTUYXAVETAL OTNV
nieplmtwon omou skxwpoLvtal 2 CC kot emtuyyavetal éva kEpdog 60% otav e€etdlovtatl 3 CC otnv
nepintwon ywa 8MB apxelwv, mpayua nou Seixvel Tnv KaAn Aeltoupyia Tou TPOTEWVOUEVOU OAyOpLOoU
yla tn Stoxeipton moAarmAwy cuvSEoewy. TEAOG mpayaTono0nKkay UTTOAOYLOUOL yia ToV aplOpo Twy
cuokeuwv MMTC 1tou umopouv va uTtooTtnPLxBoUV He Eva cuykekpLévo QoS. Eva eupog {wvng 1.08MHz
elvatl Suvatd va IKaVOTOoLOEL ATOTEAECHATIKA TIEPLOCOTEPEG A0 1 EKATOUUUPLO CUOKEUEG ava kmA2,
onwc £6s€av Ta anoteAéopaTa.

8 ZIuunepaocpata

H avamtuén tTwv Kvntwy Kot acUppatwy SIktuwv poopiletal yia uPpnAotepoug pubpoug Sedopévwv
OAAQ KOl TIOLOTNTA TNG UTINPEGLOC KAl TWV MPOTIUNCEWY TWV XPNOTWY, KabBwe Kal Thg anodoong otov
€€OMALOUO XpoTn. MO TNV AVTILETWITLON TNG EE0LPETIKA TAXELOC AVATTTUENG TWV UTNPECLWYV TNG 5 yeviag
SIKTU WV, 0 oLUVSUACUOG TWV aAyoplBuwWY, TeExvoloylwy Kal LEBOSwWV elval TTOAAA UTTOGYOUEVOC OTWG
£€6elfav Kal T QMOTEAECUATO TWV EPEUVWYV TIOU £ylvav OAa QUTA Ta Xpovia. e autr tnv €kBeon,
TpoTABnKav OAOKANPWHEVA CUCTAUATO €AEYXOU, TMPWTOKOAWY Kol UnXaviopwv. AlepeuvhBnkav
noAveninedeg Kal OnMwC anobelytnKe aAmMOTEAECUATIKEG AVOELG oTa BepeAlwdn mpoPARUaTa TwV HEXPL
Twpa SIKTUWV yLa TNV Tapoxr emapkoug anddoong diktuou.

EmaAnBeltnKe N amoTeAEOUATIKOTNTA TWV TPOTEWVOUEVWY LEBOSWVY XPNOLLOTIOLWVTAG EKTETAUEVEG
TIPOCOMOLWOELS. Ta aplOuntika amoteAéopata £6elfav BeAtiwon oe olykplon HE Ta UmApYovIa
cuothiuata Kot peBodoug. EmumAéov, n mpoogyylon eAéyxou diktuou 5G pe Baon ta etepoyevn diktua
OAAQ KOl TNV MNXOVIKA pAaBOnon sivol pla evllodpépovoa KateuBuvon ylo va QVTLHLETWITLOTOUV Ta
{nTAuato oto cUoTNUA SIKTUOU 5G Ao OAEG TIG OTTIKEG YWVIEG TOU, £lTe TwV eTalpLWV SIKTU WYV, £lTE TWV
XPNOTWV £(TE AKOUA KL TWV VEWV EPOPUOYWY TIOU SNULOUPYOUVTAL YL VA XpnotpornolnBouv kotd KUpLo
AOyo ota Siktua 5" aAAd Kal EMOUEVWY YEVEWV.
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1 Introduction

1.1 Motivation and scope

1.1.1 Motivation

In recent decades, our world has witnessed a revolution in the evolution of mobile communication
systems that started from the first-generation communication networks to the second, third, fourth and
now at the fifth-generation networks. This development has been a major driving force behind the
progress and development of our world in an advanced and networked environment. Mobile
communication has evolved from a service that is available and accessible to just a few people to a service
used by the majority of the world's population. Millions of people around the world are connected
through mobile communication. It has become an integral part of our daily lives and its applications are
ubiquitous in every daily activity. It has pioneered many developments and has demonstrated
achievements in various fields such as healthcare, transport, energy, manufacturing, architecture,
agriculture, engineering, business, education, meteorology, radio, media and entertainment. Rapid
growth in the global mobile device market has been observed in recent years. In addition, this growth is
constantly being felt and people will continue to enjoy the proliferation of mobile devices such as
smartphones, tablets, laptops, and laptops, along with new and existing services and applications
provided by mobile communication systems such as voice calling, video conferencing, online gaming, live
video streaming and more. In the digital age, users and devices are increasingly dependent on a variety of
applications and services that include creating, accessing / communicating, editing and storing digital
content. These developments have been accelerated rapidly by wireless / mobile technologies, which
have offered incomparable access / communication opportunities to users. 5G is dominated by the
following categories of applications: machine type mass communication (mMTC), enhanced mobile
broadband (eMBB) communication, highly reliable communication and low latency (URLLC). These main
categories will facilitate scenarios related to critical and demanding applications for implementing smart
cities, as well as implementing applications for industry 4.0 and automation aspects. Strict requirements
are also expected to ensure reliable and secure service with a very high availability rate.

1.1.2 Scope

The scope of this dissertation is to investigate the potentials of managing networks and services
based on artificial intelligence in heterogeneous broadband environments for 5th generation and beyond.
This is being achieved by thorough examination of key enablers for creation, management and evaluation
of mesh networks as well as modeling and analysis of management in heterogeneous networks for
achieving enhanced performance. In addition, aspects of radio frequency resource management in a
multi-tenant environment; connection density; network slicing and resource management, selection and
allocation are carefully analyzed and evaluated for concluding in the best practices for serving demanding
applications in 5G environments and beyond.

1.2 Enablers and proposed solutions

1.2.1 Radio frequency licenses

A broadcasting license is a type of radio spectrum license that provides the licensee with a license
to use part of the radio frequency spectrum in a given geographical area for transmission purposes.
Permits generally include restrictions, which vary from zone to zone [1]. The range can be divided
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according to use. According to a graph from the National Telecommunications and Information
Administration (NTIA), frequency distributions may be represented by different types of services that vary
in size. There are many options when applying for a broadcast license, the FCC determines the range of
spectrum to be allocated to licensees in a given area, depending on what is required for that service [1].
Frequencies used by licensees are determined by frequency allocation, which in the United States is
determined by the FCC in a classification table. The FCC is authorized to regulate spectrum access for
private and government use. However, the Department of Commerce's National Telecommunications and
Information Administration has a range for use by the federal government (including the military). In some
cases (e.g. Citizens Broadband radio), the public may use spectrum without permission. Commercial users
(such as TV, AM / FM radio, and some types of two-way communications) will receive an FCC mapping to
a portion of the spectrum, which may be a single frequency or a frequency band. When issuing
broadcasting licenses, the FCC relies on "comparative hearings", according to which the most qualified
user will be able to use the spectrum to better serve the public interest. The researchers pointed out that
this process benefits the established. Violation of the terms of a license (due to a technical error or illegal
content) may result in fines or revocation of the license. Licenses have also been compromised due to
misrepresentation of the holder or failure to maintain a public record (in the US and Canada).
Unauthorized transmission refers to legal devices that are allowed to transmit low-power unlicensed and
pirated stations that violate the law.
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Figure 1-1: US Frequency Distribution Chart 2016. [2]

The process of obtaining a new broadcasting license is time consuming. A transmission engineer
first determines an available frequency, which may not be available in an area. If there is a frequency, a
technical study shall be submitted to the Broadcasting Authority on request to demonstrate that the
licensee will not cause RF interference on existing stations. There is a limited time for the license, once
obtained. According to the United States Government Printing Office in 1997, the time would have been
around 8 years, however, it has been reduced to five years or less (depending on whether the FCC requires
further evaluation) [3]. The license is issued for the first time, with the license receiving approval when it
is certified that the license has been executed (after verification to ensure that all parameters are within
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permissible tolerances). Once an installation has been set up and put into operation, it may be allowed to
operate under the program test authority until the license is issued (or rejected). When a station is close
to an international border, a license may also need to be approved by the foreign broadcaster for
frequency tuning. This is done even if the limit is outside the intended broadcast range of a station, as
broadcasting sometimes causes stations to listen outside their service area. Existing stations apply for
licenses and license modifications when making changes to their facilities (such as relocating to another
site, changing the height of the radio antenna, changing the directional antenna pattern, adding or
converting to digital broadcasting). Other situations (such as a change in license city) are covered in U.S.
decision-making processes, which may be a prerequisite for moving a station a considerable distance
(leaving its original community outside the new coverage area). Temporary situations are covered by the
Special Provisional Authority (STA) to operate with a difference from the license or license or a Limited
Service License (RSL) to operate for a specified period of reduced validity. While these are FCC and Ofcom
terms, respectively, other countries have similar regulations. In the US, court cases can be extended when
mutually exclusive requests are received. The FCC opens application window periods of approximately
one week. Some applications have been pending for years. Others end up in administrative law courts or
arbitration, sometimes with one applicant seeking redemption for another.

1.2.2 Radio Frequencies and Heterogeneous Networks

Based on the above description of licensing and use of frequencies by television stations, radio
stations, satellite stations, army, navy, aviation and other government agencies, one can understand the
big problem in the use of frequencies by telecommunications providers.

To meet the set standards, telecommunications providers will need to commit further resources
to a telecommunications spectrum. However, the success of the services depends to a large extent on
governments and regulators. The speed, availability and quality of services depend on the support of these
authorities with timely access to the right amount and type of affordable range, under the right
conditions. Variation in the amount of the allocated range and the prices paid, means that the services
will differ from one type to another, from region to region, but also between countries. This, in turn,
directly affects competitiveness and the economy.

The exponential growth of data demand in wireless networks and the approach of theoretical
limits to the capacity of wireless connections, forces us to find new solutions and innovative plans to
manage the huge data traffic. HetNets will be able to offer an effective solution to the problem of
capacitance, using a range of different radio frequency bands at the same time, but they must work
properly to have the desired effect. The 5th generation heterogeneous networks will provide a sufficient
increase in capacity as they use a multilevel architecture consisting of multilevel cells (e.g. macro cell,
small cell, etc.), device to device retransmission through mesh networks, new dynamic spectrum access
systems with different users where they will use common radio frequencies, flexible management of radio
resources and much more. This multi-layered architecture for increasing capacity creates some challenges
in HetNets that need to be studied to analyze and find appropriate solutions to problems that will arise
during their use. For example, interference between cells and users remains the biggest challenge in
HetNets, providing a fertile ground for the effective study and development of state-of-the-art HetNets.
Effective techniques and strategies will allow for additional and substantial increase in capacity by
optimizing the minimum available resources.

1.2.3 Methods of better network management

One of the suggested ways to gain high quality 5G access to a larger number of people is through
mesh networking. Mesh networking is currently available for other simple types of wireless signals. Mesh
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networks become crucial for edge points to be connected both to each other and to the central hub in
more reliable ways, with a lower risk of losing connectivity or bandwidth. Individual routers called nodes
connects with one of the nodes acting as "gateways" to receive the signal. The gateway node then
distributes the signal to the other nodes, which act as small satellites to bounce the signal to each other.
This allows the signal to be transmitted over a much wider area, but it also has many other benefits:

¢ You do not need to rely on multiple hubs or stations as the gateway extends from individual hubs.

¢ Network self-treatment.

¢ Mesh networks are designed so that if one of the nodes collapses, the network automatically redirects
the signal resulting in reduced downtime and easy detection of necessary repairs.

¢ Nocables.

e Coverage of large areas.

Mesh can generate much wider signal areas than a single tower and provide low latencies that
could be used to power smart cities more efficiently.

¢ Nodes make the signal stronger.

Networking and flexible networking will provide the opportunity to connect different devices. 5G
mesh networks will change the way we think about connectivity and communication.

Use of new frequencies previously reserved for military or other purposes. This use will be made
with spectrum access systems (SAS) using the Citizens Broadband Radio Service (CBRS) initially in the 3.5
GHz band, which represents 150 megahertz of bandwidth in the 3.5 GHz band. A network must use SAS
and dynamically manage spectrum usage through an Environmental Detection Network (ESC) to avoid
interference with existing users e.g. Navy radar. This system allows users with different rights to initially
use the frequency of 3.5GHz, where until now it was used only by the army, navy, air force and in the
future to use a band over 25GHz. Users have 3 levels of rights,

¢ licensed
e lightly licensed
e unlicensed

offering cheaper and more flexible use of the spectrum, only when needed, to give extra resources to the
system when needed. This mechanism can be used in combination with other methods to offer even
greater impetus to the communications of the 5th and future generations.

Multiple mechanisms and methods will be examined to achieve the best use of the existing
frequencies. Multiple connections, multi-level network ecosystem, new user-level control and integration
methods, and protocol customization can provide opportunities to redesign or improve various functions,
(e.g. interference management, power control, RAN control) by outsourcing services and applications to
adequate resources to meet the requirements in an efficient and sustainable manner. Carrier Aggregation
and Advanced RAN Coordination is a combined solution that optimizes the coverage, capacity and latency
of 5G medium and high bands. Together, these solutions allow service providers to optimize the use of
their spectrum components when developing 5G. A better 5G network will provide more subscribers with
higher data rates, while allowing the host of new low latency applications. Coupling 5G low-bandwidth
with 5G mid-bandwidth can improve mid-bandwidth coverage, expanding the range and increasing the
population that can be supported by the mid-bandwidth.

There are many industries that do not take full advantage of mobile networks due to the different
requirements that they have. A company may need to offer very low communication times to its machines



PhD Thesis Belikaidis loannis-Prodromos

to be able to rely on a mobile network. Another may need high speeds for their communication or large
bandwidth. Creating a separate physical structure that specializes in each area is not practical, so current
mobile network systems use a "one size fits all" approach. However, 5G network slicing may provide these
businesses with the personalization they need to enable them to operate, but it uses the same physical
infrastructure. Network slicing allows multiple, personalized networks to run using the same shared
infrastructure. Networks can offer different functions, tailored to individuals or services, without the need
for separate network structures for each. One mobile network is essentially "sliced" into different
customizable parts that meet the needs of different consumers. Instead of companies, developers and
consumers having to adapt to what mobile networks offer, the 5G mobile network should be able to adapt
to consumers’ needs. The customer experience will be like the network they use being personalized to
them, but the infrastructure that provides these features will also offer different features for other
customers. The network slice will give current business models a better way to connect, but it also
promotes the development of future technologies that are not feasible in the current system. Remote
machine operation, smart metering and augmented reality are some areas that can be further developed
using 5G and network slicing options.

All the methods presented here and much more, were researched, analyzed and tested during
the research activity, giving results based on each use case. The following chapters present in detail the
methodologies, algorithms and results that were recorded and presented in articles, magazines and
books.

1.2.4 Dissertations’ Contribution

The dissertation deals with management of networks and services based on artificial intelligence in
heterogeneous broadband environments for 5th generation and beyond. As a result, its main contribution
can be categorized at the following topics:

¢ Mesh networks: The aim of this topic is to design, develop and validate mechanisms for deciding on
the creation and set-up of flexible and dynamic networks based on moving access points (MAPs) for
mobile client nodes. Mobile client nodes can be smart/connected cars in civilian use cases, or any kind
of operational vehicles and/or robots/drones in military cases. Mesh networks will be formed in an
ad hoc manner and will be dynamically reconfigured through the suitable self-organization and
adjustment of the position and coordination of MAPs so as to provide appropriate Quality of Service
(QoS) levels towards mobile client nodes. Such applications can be exploited in a military context in
order to establish communications in remote areas and battlefields where fixed communication
infrastructure is not available or destroyed. Mesh can create more reliable connections in the same
way as other wireless networks and in the future use unlicensed or mmWave spectrum. This topic is
elaborated in Chapter 2 of this dissertation.

e Modeling and analysis of management in heterogeneous infrastructure: This topic elaborates on the
main 5G requirements and presents the status and challenges in hardware and software
development. It focuses on the status and challenges in 5G wireless communications by focusing on
physical layer, MAC and radio resource management (RRM). The chapter investigates the benefits of
machine learning in 5G network management. It describes the use of various machine learning
mechanisms for the service classification problem and also investigates the performance of different
algorithms. This topic is elaborated in Chapter 3 of this dissertation.

e Management of shared resources in a multi-provider environment: Today, lack of dynamic control
across wireless network resources is leading to unbalanced spectrum loads and a perceived capacity
bottleneck. As a result, the objective of this topic is to present a new framework for MAC and RRM
layers for supporting extended Dynamic Spectrum Access (eDSA) and requirements of the next-
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generation networks by addressing traffic allocation over heterogeneous wireless technologies, and
better load balancing across available spectrum bands, capacity boosting through aggregation of
available resources whilst ensuring fair coexistence. This topic is elaborated in Chapter 4 of this
dissertation.

e Network Slicing: The purpose of this work is to design, develop and validate mechanisms for creating
and deciding on the dynamic resource allocation of network slices. Our proposed algorithm
reconfigures and adjusts the slices so as to provide appropriate Quality of Service (QoS) levels towards
mobile client nodes. We demonstrate how our proposal provides better quality of communication
and satisfaction for the individual user categories based on specific traffic requirements. This topic is
elaborated in Chapter 5 of this dissertation.

e Sharing and allocation of resources for new 5G services (URLLC, eMBB, mMTC) : In this work, we
propose an algorithm for enabling dynamic channel assignment in the 5G era that receives
information about the interference and QoS levels and dynamically assigns the best channel. This
algorithm is compared to state-of-the-art channel assignment algorithm. Results show an increase of
performance, e.g., in terms of throughput and air interface latency. Finally, potential challenges and
way forward are also discussed. This topic is elaborated in Chapter 6 of this dissertation.

e Radio Frequency Resource Management (RRM) in a multi-connection environment: This work
presents essential aspects of 5G system level simulator for enabling advanced component validations
and optimizations. System level simulations in the 5G and beyond era, consider demanding use cases
with high load and very limited latency in order to cover services such as enhanced mobile broadband
(eMBB), massive machine-type communications (mMTC) and ultra-reliable low-latency
communications (URLLC). As such, appropriate configuration, environment and network models need
to be defined in order to proceed to performance evaluation. A framework for multi-connectivity
management has been integrated and assessed in a load-imbalanced scenario. In addition, connection
density is considered as is plays an important role in these new environments. The usage of
narrowband technologies is encouraged, especially for small and frequent transmissions. As a result,
the provided evaluations consider these assumptions in order to show the number of devices that can
be supported with a specific QoS. This topic is elaborated in Chapter 7 of this dissertation.

1.3 Dissertation’s Structure

The dissertation is structured in chapters and each chapter provides a detailed description and
results of the conducted research activities for achieving the overall goal of managing networks and
services based on artificial intelligence in heterogeneous broadband environments for 5th generation and
beyond.

S Viesh Networks
( Modeling and analysis of managementin heterogeneous infrastructure

Management of shared resources in a multi-provider environment

X

( Network slicing

Sharing and allocation of resources for new 5G services (URLLC, eMBB, mMTC)

Radio frequency resource management in a multi-connection environment

Figure 1-2: Dissertation’s Structure.
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Chapter 1 provides the main introduction and motivation of our work and sets the requirements of
the necessary research for managing networks and services based on artificial intelligence.

Chapter 2 investigates and evaluates mesh networks for achieving enhanced performance, even when
connectivity is challenging. Research of the proposed solution resulted in the following publication:

e Andreas Georgakopoulos, loannis-Prodromos Belikaidis, Kostas Tsagkaris, Vera Stavroulaki, Panagiotis
Demestichas, “Wireless Access Infrastructure Expansions Through Opportunistic Networks of Moving
Access Points”, in Proc. 2016 European Conference on Networks and Communications (EUCNC),
Athens, 27-30 June, 2016, pp. 163-167.

Chapter 3 focuses on the modeling and analysis of management for heterogeneous infrastructure and
the research of the proposed solution resulted in the following publication:

e loannis-Prodromos Belikaidis, Andreas Georgakopoulos, Evangelos Kosmatos, Stavroula Vassaki,
Orestis-Andreas Liakopoulos, Vassilis Foteinos, Panagiotis Vlacheas, Panagiotis Demestichas,
“Emerging technologies in software, hardware and management aspects towards the 5G era: Trends
and Challenges”, 5G Networks: Fundamental Requirements, Enabling Technologies, and Operations
Management, Oct. 2018.

Chapter 4 elaborates on radio frequency resource management in a multi-provider environment with
emphasis on hierarchical radio resource management scheme and the research of the proposed solution
resulted in the following publications:

e loannis-Prodromos Belikaidis, Andreas Georgakopoulos, Evangelos Kosmatos, Valerio Frascolla,
Panagiotis Demestichas, “Management of 3.5-GHz Spectrum in 5G Dense Networks: A Hierarchical
Radio Resource Management Scheme”, IEEE Vehicular Technology Magazine.

e loannis-Prodromos Belikaidis, Andreas Georgakopoulos, Panagiotis Demestichas, Benoit Miscopein,
Marcin Filo, Seiamak Vahid, Bismark Okyere, Michael Fitch, “Multi-RAT Dynamic Spectrum Access for
5G Heterogeneous Networks: The SPEED-5G Approach”, IEEE Wireless Communications, vol. 24, no.
5, pp. 14-22, October 2017.

Chapter 5 discusses the notion of network slicing and how slicing can lead to better service
provisioning in demanding environments by blending different traffic types (e.g. URLLC, eMBB etc.).
Research of the proposed solution resulted in the following publication:

e loannis-Prodromos Belikaidis, Andreas Georgakopoulos, Kostas Tsagkaris, Zwi Altman, Sana Ben
Jemaa, Michalis Michaloliakos, Panagiotis Demestichas, Nikolas Mitrou, “5G Radio Access Network
Slicing: System-Level Evaluation and Management”, IEEE Vehicular Technology Magazine, vol. 14, no.
4, pp. 49-55, December 2019.

Chapter 6 provides useful insights on sharing and allocation of resources with emphasis on dynamic
channel assignment for the new 5G services such as URLLC, eMBB and mMTC. Research of the proposed
solution resulted in the following publication:

e loannis-Prodromos Belikaidis, Stavroula Vassaki, Andreas Georgakopoulos, Aristotelis Margaris,
Federico Miatton, Uwe Herzog, Kostas Tsagkaris, Panagiotis Demestichas, “Context-aware Radio
Resource Management Below 6 GHz for Enabling Dynamic Channel Assignment in the 5G era”,
EURASIP Journal on Wireless Communications and Networking, December 2017, 2017:162.

Chapter 7 elaborates on RRM issues in a multi-connection environment with emphasis on 5G
component carrier management and is being evaluated with system level simulations. In addition, the
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requirements of ultra-high connection density of loT devices in mMTC environments are evaluated.
Research of the proposed solution resulted in the following publications and parts of this work was
included also in an ITU study regarding evaluation of 5G.

loannis-Prodromos Belikaidis, Andreas Georgakopoulos, Evangelos Kosmatos,, Misabel de la Bandera-
Cascales, David Palacios, Raquel Barco, Panagiotis Demestichas, “5G Component Carrier Management
Evaluation by Means of System Level Simulations”, in Proc. 2019 European Conference on Networks
and Communications (EuCNC), Valencia, 18-21 June, 2019.

Andreas Georgakopoulos, Evangelos Kosmatos, loannis-Prodromos Belikaidis, Martin Kurras, Lars
Thiele, Panagiotis Demestichas, “Enabling Advanced 5G Component Validations and Optimizations by
Means of System Level Simulations Platform, Abstractions, Models, Results and Further Challenges”,
in Proc. 2018 European Conference on Networks and Communications (EuCNC), Ljubljana, 18-21 June,
2018.

ITU Document 5D, FINAL EVALUATION REPORT FROM THE 5G INFRASTRUCTURE ASSOCIATION ON
IMT-2020 PROPQOSALS IMT-2020, Feb. 2020, https://www.itu.int/md/R19-WP5D-C-0053/en

(on behalf of the Independent Evaluation Group 5G Infrastructure Association, edited by Dr. Werner
Mohr, Nokia Deutschland).
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2 Mesh networks

The main aim of this chapter is to design, develop and validate mechanisms for flexible topology and
specifically mesh networks based on moving access points. Mobile access points can be smart/connected
cars or any kind of vehicles and/or robots/drones. Mesh networks can effectively support a more reliable,
dynamic connection, with network topography automatically forming to create the most efficient route
from point-to-point to provide appropriate Quality of Service (QoS) levels towards mobile client nodes.
These networks can be exploited in any context in order to establish communications and ensure that
data and applications can be securely delivered and controlled across a wide range of environments. In
cases of rural areas, remote areas, areas that were affected by earthquakes and even battlefields where
fixed communication infrastructure is not available or destroyed.

2.1 Introduction

In the world of wireless networks, devices and services, the expectations of users are shifting
towards greater, constantly available connectivity. Mobile-connected devices are expected to exceed
thousands of billions within the next years, including diverse devices ranging from smartphones to
connected vehicles. In this context, significant increases in network capacity are required. However,
infrastructure is expensive to build and maintain. In addition, mobile communication networks (either in
a commercial or in a military context) are faced with challenging situations such as moving hotspots, areas
with difficult morphology where it is difficult to set up infrastructure or areas where infrastructure has
become unavailable due to natural disasters or hostile actions. Also, simple centralized connections does
not offer the reliability or flexibility needed to support the wide variety of use cases. These continuously
increasing requirements and challenges motivate the quest for further efficiency in resource provisioning.
Efficiency can be coupled with targets like: (i) the higher utilization of resources; (ii) extra coverage;
(iii)latency; (iv) reduction of transmission powers and energy consumption; (v) reduction of operational
expenditures (OPEX) and capital expenditures (CAPEX).

2.2 Main motivation

The motivation for this research is to address these challenges with the use of flexible networks of
Moving Access Points. Mesh system networks can be temporary, coordinated extensions of the
infrastructure. They can be dynamically created, in places and at the time they are needed and can
comprise network elements of the infrastructure, Moving Access Points (MAPs) and mobile client
nodes/devices potentially organized in an infrastructure-less manner. These Networks and MAPs
represent efficient means for offering communication services with reduced CAPEX, due to the absence
of permanent infrastructure, and increased resource utilization. MAPs are capable of autonomously
moving and establishing an opportunistic radio network in short time, with limited centralized
management [1],[2].

2.3 Main concept

The concept of this research is to design, develop and validate mechanisms for deciding on the
creation and set-up of flexible networks of MAP entities for mobile client nodes. Mobile client nodes can
be smart/connected cars in civilian use cases, or any kind of operational vehicles and/or robots/drones in
military cases. Flexible networks can be formed in an ad hoc manner and will be dynamically reconfigured
through the suitable self-organisation and adjustment of the position and coordination of MAPs so as to
provide appropriate Quality of Service (QoS) levels towards mobile client nodes. The decision making
process will be supported by mechanisms for Knowledge building based on artificial intelligence
techniques.
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Figure 2-1: Illustration of main concept.

This work considers diverse types of MAPs, altitude in the deployment of MAPs and more details in
terms of mobility aspects of client nodes.

2.4 Problem Statement

This section provides the problem statement, specifically, a remote area where deployed, wireless
infrastructure is not widely available will be considered. The area shall comprise network entities, i.e., the
set of moving access points (MAPs) denoted as ‘M’ and the set of APs denoted as ‘A’ that offer access to
remote users denoted as ‘U’. In addition, it will be assumed that users require services at specific QoS
levels (e.g., in terms of bitrate, latency, etc.) denoted as ‘q’, while a capacity ‘cap’ (e.g. in terms of number
of users that can be served) and a transmission range based on standardized propagation models will be
assigned to the MAPs and the fixed access points (APs).

The work focuses on the solution of a complex optimization problem that can be generally
expressed as follows:

“Given information and knowledge on:

= The context that has to be handled, in terms of (i) a set of mobile clients that need coverage, (ii)
mobility and traffic profiles of the client nodes, (iii) radio quality, (iv) options for connecting to
wide area networks, (v) the locations of docking/charging stations for drone MAPs, (vi) the current
locations of the MAP elements, a (potentially large) set of candidate final positions to which the
MAP entities can move. MAPs can assume position characterized by latitude, longitude and
altitude, i.e. of the form(x, y, z);

* The capabilities of the mobile client nodes and the MAP entities in terms of (i) communication
networking (e.g., RATs and spectrum that can be operated, capacity and coverage that can be
provided etc.), (ii) physical movement, (e.g., possible speed of the element, path-types and
obstacles that it can overcome, etc.); (iii) the type of the MAP (e.g. drone/flying MAP);

10
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» Potential policies that need to be followed by the mobile client nodes, the MAP entities and
their network;

Find the optimal:

e  Positions to which each MAP entity should move;

e  Configuration of the radio network of the MAP entities;

e  Allocation of nodes to MAPs

e  Selection of nearby docking/charging stations for drone MAPs

So as to ensure connectivity of the appropriate QoS to mobile nodes.”

MAPs can be considered as RAT-agnostic, since the proposed solution is not bound to a specific RAT
e.g., 3GPP-based or WiFi-based etc. That means that the concept will work with any RAT, within the
limitations of the particular technology. More specifically, this work considers more, diverse types of
MAPs, also altitude in the deployment of MAPs and will go into more details in terms of mobility aspects
of client nodes. Solutions are validated based on applications in a wide set of very indicative test cases
and through simulation. Previous work of various research groups have also tackled similar issues by
proposing various solutions such as [4][5]. In order to achieve the main objective, we conducted work for
addressing the following technical challenges:

e  Acquisition and exchange of contextual information (e.g., of (i) a set of mobile clients that need
coverage, (ii) mobility and traffic profiles of the client nodes, (iii) radio quality, (iv) options for
connecting to wide area networks, (v) the locations of docking/charging stations for drone MAPs, (vi)
the current locations of the MAP elements, a (potentially large) set of candidate final positions to
which the MAP entities can move).

e  Development and evaluation mainly through simulations of optimization strategies on the joint radio
network optimization and position selection, for enabling the creation of opportunistic networks of
moving access points in a highly dynamic environment.

2.5 Mathematical Formulation

In this section the main problem is mathematically formulated. Specifically, let M be the set of the
MAP entities, A will be the set of the APs, while U will denote the set of users (with mobile clients) and D
will be the set of docking stations e.g., for charging drones. In addition, L will denote the set of the
locations at which the network elements (MAPs, APs) can be placed, while e(i) will depict the element that
is located at i€L. Also, each MAP m € M has a capacity capm. Capacity can reflect for instance the number
of users that are served by a specific MAP. In order to avoid congestion issues (e.g., a lot of users are
served at the same time by one only MAP), we can set low values of capacity to MAPs.

) Setof APs A
»

Set of users U with

mobile clients .~
&m /,//SetofMAPsM\(((‘)))/'
= (((-)))
‘ )

Figure 2-2: Identified mathematical sets.

=

Set of charging/
docking station D
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Moreover, the following decision variables are considered:

mi

B {l,if MAP m e M islocatedini € L

0, otherwise

¥ - {l,if MAP m € M is connected with MAPn € M

0, otherwise

Lif useru €U is connected with MAPm € M

0, otherwise

Zum ={
0 - {l, if MAP m € M is connected with APa € A4

0, otherwise

md

B {1, if MAP/drone m € M is not connected with docking stationd € D

0, otherwise

Furthermore, the connection of two entities (e.g. when two MAPs are connected, when a MAP is
connected to an AP, or when a MAP serves a user) results in a communication cost ct. In general, this cost
depends on the frequency used for the communication and the distance of the entities. As a result ct
values can be high for entities that are far away between each other, in order to let the algorithm
determine closer entities (if available). Also, the movement of drone/MAP to a docking station for
charging results in a moving cost mc. In general, this cost depends on the distance of the drone/MAP from
the current position to the docking station.

Accordingly, the overall optimization problem can be formulated as follows:

Minimize
OF= 3 Y (X,rctmi)+ 3, 3%, clmm)+ D 3 (Z,, clmw)+ 3, > (O, clma)+ Y, (D, mdm,d))

m#n

Constraints:

> X, =1, VmeM

ieL

> X, <L Viel

meM

DY, 2L, VmeM

neM

> 0,.21,Vae 4

meM

> Z,=1,VueU

meM
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> D,,=1vVdeD

meM

¢, <cap,,VmeM

Where
¢m = ZZum + Z(Ymn .¢n)’ VmEM
uelU neM

The objective function OF monitors the location of all MAPs and calculates the total
communication costs that are related from these locations, as well as the finding of the nearest docking
station for charging (of drone MAPs). The first term of the function illustrates the communication cost
related to the MAPs location. The second term depicts the communication cost due to the connections
among MAPs. The third term denotes the communication cost because of the connections among users
and MAPs. The fourth term depicts the communication cost of the connections of the MAPs with the APs.
The fifth term depicts the cost related to the docking station where the drones should go for charging.

Regarding the constraints, the first constraint denotes that every MAP can be placed at one only
location. The second constraint denotes that at each location one MAP at most can be placed. The third
constraint depicts that every MAP should be connected with at least another MAP (in order to realize the
opportunistic network). The fourth constraint denotes that all APs should be connected with at least one
MAP and the fifth constraint denotes the fact that each user can be served by one only MAP at a time.
The sixth constraint denotes that each docking station can serve one drone/MAP at a time. Also, @m
represents the MAP’s load which cannot exceed its capacity capm.

2.6 Specifications

2.6.1 Simulated Annealing

Simulated annealing (SA) algorithm is a well-known way to reach to an optimal solution (e.g., with
respect to the MAPs positions as this study suggests). The SA algorithm takes into account simulation
steps and in its step it replaces the current solution by a random neighbouring solution s; €S, chosen with
a probability that depends on the difference between the corresponding OF values and on a global
parameter temperature T which is gradually decreasing during the process (cooling) with a cooling rate c.
In this manner, the algorithm searches the solution space in a random way and at the same time it avoids
becoming stuck at local minima [6]. The input of the algorithm can include the following aspects:

Input:

e  Sets of MAPs and their positions with respect to users, other MAPs, final APs and docking stations
(if drone MAPs are considered)

e Aninitial solution s¢€S

e  The initial temperature T

e  The temperature’s cooling rate ¢

e The maximum number of iterations imax

The process of the algorithm is described in Figure 2-3. It starts by getting the input and initialization
of the solutions and the temperature. SA starts with a relatively high value of temperature T. The
algorithm proceeds by attempting a certain number of neighboring moves at each temperature, while the
temperature parameter is gradually dropped. When the lower allowed temperature is reached the

13
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algorithm ends. The output of the algorithm will lead to a sub-optimal solution sfin € S. Apart from the
SA algorithm (which has been widely studied e.g., in [7], [8] and [9], it can be mentioned that suitable
distributed heuristic (e.g., bio-inspired solutions) can follow as well.

Algorithm input

}

Initialization of
temperature T

1

- Find solution s;

|
Yes

Is new solution s; Replace previous solution
better than previous s ,? 5.3 with new solution s;

lNo
Is-max number.
ﬁo of iterations

for this
T reached?

l Yes

Decrease temperature by
a specified cooling rate ¢

!

No__slower temperature
reached?

1 Yes

End

Figure 2-3: Flowchart of simulated annealing.

2.6.2 Maximum flow algorithm

As soon as the positions of MAPs are decided e.g., according to the SA or other algorithms, then
the flow of traffic between MAPs can be optimized (in order to resolve any potential congestion issues
e.g., when many users are trying to connect to only one specific MAP). An algorithm based on the Ford-
Fulkerson maximum flow algorithm [10] [11] [12] can be used. The main notion of the algorithm is that
each user u €U tries to connect to an access point a €A, by making use of MAPs m € M. Each user should
find a set of paths to some of the indicated APs in order to gain access to a network. Each path has a set
of MAPs/nodes, the capacity of these MAPs capm, and the communication cost ct of the links. Capacity
can reflect for instance the number of users that are served by a specific MAP. In order to avoid congestion
issues (e.g., a lot of users are served at the same time by one only MAP), we can set low values of capacity
to MAPs. Also the communication cost depends on the frequency used for the communication and the
distance of the entities. As a result ct values can be high for entities that are far away between each other,
in order to let the algorithm determine closer entities (if available).

Input:
The input of the algorithm consists of the following:

e  Sets of MAPs and APs that are considered in the solution;

e  Set of users that want to connect to MAPs and APs;

e  Paths from sources (users) to destinations (APs) through MAPs. Each path can originate from a
‘virtual’ source where all users are connected and ends to a ‘virtual’ destination where all APs are
connected;

14
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e  Capacity of each MAP and AP (to know how many users can be supported).

Set of users

gt‘;\ll)litlz Set of Set of
clients MAPs M APs A
A R ________ ((( ))) ________ A )
g e T S s,
| el T - .. @pzl

Figure 2-4: Main sets considered by the algorithm.

The process of the algorithm is described in Figure 2-5. It starts by getting the input and assuming
that a path consists of many links which are distinguished by starting, ending points and capacity (which
can be associated also to the available radio access technology-RAT). For instance, 3G links for sure would
have lower capacity value compared to 4G etc. Once, the input is retrieved, the algorithm picks one of the
discovered paths according to the breadth-first search method which yields the shortest path. From the
selected path, it finds the link with the smallest capacity. Then, it sets the flow of the path equal to the
smallest link capacity and updates the residual capacities of the rest of the links. The algorithm continues
until there is no unchecked path from source to destination. Once all paths are checked, a set of MAPs
from source to destination is created. As a result, the problem of achieving wireless access infrastructures
expansions through opportunistic networks of MAPs is solved.
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Figure 2-5: Flowchart of the algorithm.

In order to evaluate the performance of the proposed algorithm, several simulations were
performed. Also, the simulation environment that was used has been described in detail in order to show
the potentials of the tool and the solution for the realization of networks consisting of MAPs. Aspects like
position, speed and height of MAPs have been taken into account in order to run various scenarios with
different parameters and check their respective performance.

2.7 Development

2.7.1 Simulation Environment

For the evaluation of our model, we use one of the broadly used simulation tools in academy
which is a very powerful open source network simulator OMNeT++ [2].

In order to allow the most accurate modeling of MAPs (Rovers and Drones) and UEs movements
a hybrid simulation framework is required which is composed of the network simulator OMNeT++, a road
traffic simulator SUMO [3] which is well-established in the domain of traffic engineering and the
appropriate framework that combines those two simulators, called VEINS [1].

SUMO (Simulation of Urban Mobility) is an open source microscopic traffic simulator licensed
under General Public License (GNU) and developed by Institute of Transportation Systems at the German
Aerospace Center using C++ standard. It allows users to create a road network of their preferences
containing buildings and streets or to import a road network from different format and convert it into a
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SUMO network. Also each vehicle can be modeled explicitly, in order to move individually through the
network and has their own route updating the position of each vehicle every time step, which gives SUMO
the feature of time-discrete vehicle movement. This traffic simulator also provides an OpenGL graphical
user interface. Traffic simulation in SUMO can be conducted in two ways as described below and the
overview of the simulation process is given in Figure 2-6.

Traffic demand file Network file
(example.rou.xml) (example.net.xml)
No Visualization Yes

SUMO

. GUISIM
In command line

Output

Figure 2-6: Flowchart of traffic simulation process of SUMO.

OMNeT++ is an extensible, modular, component-based C++ simulation library and framework,
primarily for building network simulators. "Network" is meant in a broader sense that includes wired and
wireless communication networks, on-chip networks, queuing networks, and so on. Domain-specific
functionality such as support for sensor networks, wireless ad-hoc networks, Internet protocols,
performance modeling, photonic networks, etc., is provided by model frameworks, developed as
independent projects. OMNeT++ offers an Eclipse-based IDE, a graphical runtime environment, and a host
of other tools. There are extensions for real-time simulation, network emulation, database integration,
System C integration, and several other functions.

VEINS is an open source framework for vehicular network simulations consisting of SUMO and
OMNeT++ simulators to tender a complete suite for Inter Vehicle communication (IVC). It was designed
by Transportation and Traffic Science community. Veins is part of MiXiM framework of OMNeT++ adding
support for IEEE 802.11p and IEEE 1609 family - WAVE technology. Thus, this framework handles Wave
Short Messages (WSM) and provides beaconing WAVE services, access categories for QoS (Quality of
Service) and multi channels operations. The bidirectional communication between OMNeT++ network
simulator and SUMO road network simulation is shown in Figure 2-7.
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Figure 2-7: Flowchart of communications between SUMO-VEINS-OMNeT++.
Simulation settings
The simulation will start the computations of the Simulated Annealing (SA) algorithm when the

roads are fully populated and run for s seconds.

Beacon intervals are set to 1 sec, for example 5 messages will be transmitted and received in
about 5 seconds.

The SA algorithm will run every 5 seconds and run for 200 iterations, i.e. 1000 seconds in
simulation time.

Virtual Source and Sink are used in order to better simulate our algorithm. Thus virtual Source is
linked with the UEs and virtual Sink is linked with APs respectively.

For the map (Figure 2-8) we have created from scratch, in sumo simulator a 7 by 7 grid with two
lanes in every direction. Two diagonal Aerial “roads” (illustrated with red color) used by Drones
in order to provide better coverage in situations that rovers cannot.

One junction from another is 100 meters apart, giving a total of 490000 square meter area.

UEs, MAPs and Aps have a starting wireless transmission coverage range of about 150, 200 and
250 meters respectively (mentioned as 1% case) and then this range expands.

All the entities in our simulation can exchange information regarding their ids, speed, position and
direction of movement and even their battery life. Hence every node have the knowledge of the
surrounding area and can create a list of its one hop neighbors.

From the exchange messages an adjacency matrix of all the network is created.

We compute the distance between every two entities that are used for the Objective Function
(OF) computation. The objective function has been elaborated and presented in detail in the
second deliverable (D2) of this study.

For the UEs and MAPs (except Drones) we have set a maximum speed of 5m/s, i.e. about 18Km/h.

Drones which fly above ground have speeds at about 36Km/h (10m/s), but they lower their speed
when near APs or UEs giving them more connection time with those entities and move with their
higher speeds during the middle sections of their aerial lanes (Figure 2-8).
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Figure 2-8: Grid created in SUMO for the simulation.

Figure 2-9 illustrates the defined topology with all the entities and their instantaneous positions.
In our experimentation topology participate two groups of UEs, two groups of MAPs; the Rovers presented
as MAP_CAR in this screenshot of the SUMO simulator and the Drones as MAP_DRONES and also two
stationary APs at the positions 1 and 2 in our grid. The UEs can move inside the light blue area and the

MAPs only at the yellow area while the MAP Drones can fly anywhere in the red X road providing better
coverage inside our map.
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MAP_ZRONEL

-
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MAP QROh E4

Figure 2-9: Screenshot from SUMO with the simulation topology with the different entities.
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Figure 2-10 illustrates a screenshot from the OMNet++ simulator. Specifically, the blue arrows
correspond to indicative paths of the beacons that are send from one node (MAP) to its vicinity,
demonstrating the coverage area of MAPs in our simulation.
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Figure 2-10: Screenshot from the OMNeT++ simulator illustrating communication with beacons.

These frameworks were selected due to inclusion of a comprehensive suite of models to make
vehicular network simulations as realistic as possible, without sacrificing speed and also more real-life
environments which can be introduced in future work.

Figure 2-11: Screenshot of the map and entities topology from SUMO simulator.
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2.8 Evaluation

In this section, comparative results for the evaluation of the solution will be provided.

2.8.1 Methodology

In order to evaluate the MF & SA algorithm, we have created some Scenarios in our simulation
with the general values of the parameters presented in Table 2-1.

Table 2-1: General Simulation parameters

Parameter Value
Terrain size 700m x 700m
Grid size 7x7
Number of APs 2
Number of UEs 20

2.8.2 Results

Table 2-2 presents all the test cases we have used in our simulation already presented in previous
deliverables (Report 3 and Report 4) but also we have included 3 more experimentation cases (10,11 and
12).

Our simulation now has a density that ranges from 10 to 16 MAPs with 32 up to 38 nodes in total
participating.

Table 2-2: Simulation parameters.

Test Case | Drone Number | Car Number | UE Range (m) | MAP Range (m) | AP Range (m)
1 4 6 150 200 250
2 4 6 170 220 270
3 4 6 200 250 300
4 6 6 150 200 250
5 6 6 170 220 270
6 6 6 200 250 300
7 6 8 150 200 250
8 6 8 170 220 270
9 6 8 200 250 300
10 6 10 150 200 250
11 6 10 170 220 270
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12 6 10 200 250 300

Figure 2-12 illustrates the best OF values solutions for the SA and MF algorithm with respect to
the number of iterations past until these values where found. On average, MF is faster compared to SA
by around 32%.
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Figure 2-12: MF and SA for Best Objective Function value (average results).

Figure 2-13 presents the best OF values for every test case. As we can see these two algorithms
are computing almost the same results for these various cases. Cases number 1, 4, 7 and 10 have the
highest best values but all the others values are quite at the same level. We can understand that for
transmission areas that range from 170 to 200 meters for the UEs and from 200 to 250 meters for the
MAPs (via Table 2-2) the signal quality between these entities is at its best.
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Figure 2-13: MF and SA Best values for Objective Function for all test cases (best results).
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The bar chart form Figure 2-14 also provide us with some insights of the computation of the MF
and SA algorithms. SA algorithm produce only one path with each execution and tries to optimize the
network connection (better signal quality) by choosing the best nodes as already explained in 2.6.1 . On
the other hand MF algorithm computes the maximum value of paths based on the cap values (explained
in 2.6.2) and for this reason it can produce up to 3 paths in average for some test cases. Thus MF algorithm
can provide a more distributed result in order to solve the problem via dividing the communication from
one UE to one or more APs through multiple paths created by various MAPs nodes. Also by increasing the
transmission area of the entities for only 20 meters can result to a higher number of paths computed from
the MF algorithm. For example test case 7 is about 1.7 paths (average number) and the next case is at
almost 2.25 paths and goes to a little lower than 3 at test case 9.
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Figure 2-14: Number of Paths/Flows for MF and SA computations.

Figure 2-15 clearly shows that the SA algorithms is better that MF algorithms when it comes to
overall objective function values even if Figure 2-13 illustrate the same results for the best OF values of
these two algorithms. Also the chart compares the OF values for the different changes of the transmission
ranges, e.g. the case 5 is only the half value of the 4% case and again the 6% case is almost the half from
the 4 case. Overall it highlights that there is no significant change in the average OF value even if the
density of the network increase every 3 test cases.

23



PhD Thesis Belikaidis loannis-Prodromos

EMF mSA

1400
1200

1000

800
60
40
1 2 3 4 5 6 7 8 9 10 11 12

Test Case

OF Values
o o o

o

Figure 2-15: Average OF Values for MF and SA computations on each test case.

Figure 2-16, Figure 2-17 and Figure 2-18 are screenshots from the SUMO simulator that show the
results from the MF and SA algorithms. The green color indicate the path created from the SA algorithm,
red for the MF algorithm and with blue are the nodes that participate to both the paths produced from the
algorithms. These different paths/topologies created by MF and SA generate the differences that we see

in all the previous figures.
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Figure 2-16: Screenshot of SUMO simulator for MF & SA algorithms.

24



PhD Thesis

Belikaidis loannis-Prodromos

MAP EARBIAP SRRT
MAP_‘:ARB
L

MAPSCARS 2

MAP;:ARil-

MAP_Dy;mpfARg

MAP.DROMNES
MARRCART MAP ZAR2 MAP CARL

MAF_DRGNEL
MAPIEHRWEDILEZ IE2.7

MAS_ORONFS
<« /
M

MAP LARL

B
-

MAP 07 NE 1L

MAR, L!; SREIS  PHNFARY RpihyCAR?
W

MAPRARS

Figure 2-18: Screenshot of SUMO simulator for MF & SA algorithms.

2.9 Conclusions

The work considered radio access points which are capable of moving and establishing a radio
network connection with other entities (MAPs, APs, and UEs) for efficiently serving users in contexts under
stringent conditions. Specifically, the research solved the complex problem of finding the best candidates
from the MAPs in the vicinity based on their position, by calculating the movement and communication
costs, in order to provide connectivity to users in areas that have no infrastructure. The complex
optimization problem was mathematically formulated and solved through two algorithms. The Simulated
Annealing meta-heuristic and the Maximum Flow Algorithm. Results from testing the algorithms into
different cases with different transmission areas and MAP densities showcased that the solutions
provided by the Maximum Flow algorithm were around 32% better (in terms of finding the best Objective
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Function Value faster) than the Simulated Annealing algorithm. Also the MF algorithm produce more than
one paths in average while SA only one at the time.
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3 Modelling and analysis of management in heterogeneous
infrastructure

The exponential growth of mobile traffic drastically increase network complexity, management,
computing and many more functions at the infrastructure level. Different traffic models, data
transmission schemes, spectrum, protocols and even hardware needs should be analyzed in order to
design future infrastructures that meet all requirements. This chapter aims to analyze the requirements,
present the challenges and provide solutions to problems that may appear in the near future.

3.1 Introduction

As the number of smartphones and demand for higher data-rate connections keep explosively
growing, the technology has to pursue this trend in order to be able to provide the suitable
communication schemes. It is calculated that the total global mobile wireless user devices will be over 10
billion, with the mobile data traffic growing more than 200 times over compared to 2010 numbers. The
new 5G communication systems are promising a complete network structure with unlimited access to
information, providing the requested service demands to users far beyond what 4G offers by supporting
innovative new wireless technologies and network architecture to meet the extremely high performance
requirement. These features include support for new types and massive number of devices, for very high
mobile traffic volumes, universal access for users, very high frequency reuse and spectrum reuse in
wireless technologies, automated provisioning, configuration and management of a wide range of new
network services, ultra-reliable, ultra-low latency, ultra-densification and even more. 5G networks would
be a heterogeneous networks (HetNets), meaning that different networks will be integrated all together
to a unified system, enabling aggregation of multiple existing radio access technologies (RATs) such as
LTE-A, WIFI, D2D and even lightly-licenced. Delivering all 5G requirements in order to support the new
features and services, a substantial change on the network architecture is inevitable. Normally in the past
such a process would need of deployment of specialized devices build for a specific application and with
fixed functionalities. Thus any development and transformation to follow the constantly increasing and
heterogeneous market requirements demands a huge investment to change/deploy hardware.
Nowadays, various technologies and architectures have been utilized in order to solve this problem and
provide a faster introduction and adaptation of new technologies to the communications systems. One of
these elements that offers reprogrammability of the network elements in order to solve new problems or
to establish new more suitable functions, is Software Defined Networking (SDN). This architecture
provides dynamic, manageable, cost-effective and adaptable, making it ideal for the high-bandwidth,
dynamic nature of today's applications. SDN decouples the dependence of implementing instructions are
provided by multiple, vendor-specific devices and protocols, making it bounded to an exact hardware.
Networking, computing and storage resources would be integrated into one programmable, unified and
flexible infrastructure, that will be more cost effective and with higher scalability at minimum cost. This
unification will allow for an optimized and more dynamic utilization of various distributed resources, and
the pooling of fixed, mobile and broadcast services. This could be realized through the introduction of
radio resource management to the system, in favor of managing all the available radio access technologies
(RATs). In that aspect, 5G is designed to be a viable, robust and scalable technology. Another positive
result with the introduction of 5G communication systems will be the drastic energy consumption
reduction and energy harvesting that will help the industry to have an astounding usage growth. Since
network services will rely progressively on software, the creation and growth will be further encouraged.
In addition, the 5G infrastructures will provide network solutions and involve vertical markets such as
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automotive, energy, food and agriculture, city and buildings management, government, healthcare,
manufacturing, public transportation.

The rest of the chapter is structured as follows: section 2 elaborates on the main 5G requirements,
while section 3 presents the status & challenges in hardware and software development. Section 4
elaborates on the status & challenges in 5G wireless communications by focusing on physical layer, MAC
and RRM. Finally Section 5 investigates the benefits of machine learning in 5G network management.

3.2 5G Requirements

In the digital era, users and devices are becoming more dependent on various applications and
services that involve the creation, access/ communication, processing, and storage of digital content.
These developments have been tremendously accelerated by wireless/mobile technologies, which have
offered unparalleled access/ communication opportunities to users. 5G is expected to be dominated
mainly by the following application classes including massive Machine Type Communications (mMTC),
enhanced Mobile Broadband (eMBB), ultra-reliable and low latency communications (URLLC). These main
classes will facilitate scenarios related to critical and demanding applications for the realization of smart
cities, as well as the realization of applications for Industry 4.0 and automation aspects. Also, self-driving
aspects are expected to pose strict requirements especially on the latency in order to ensure reliable and
secure service with very high rate of availability. Figure 3-1 illustrates the 5G main application areas as
mentioned before.
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(Enhanced Mobile
Broadband)

3D apps,
) Cloud gaming,
"-..I-\ugmented reality

g “ Industrial
iy “automation

Smart =
Buildings -

sy g * e-health
Cities ; 0
i Self-driving i
mMTC i o URLLC
(massive Machine e, R (Ultra-reliable and Low
Type Communications) U Latency Communications)

Figure 3-1: 5G main application areas.

For the successful realization of the aforementioned application areas, there are certain technological
and networking trends which can lead towards the 5G direction. In terms of technology trends there are:
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e Network slicing
o Dynamic network slicing in 5G enables the design, deployment, customization, and
optimization of different network slices running on a common network infrastructure. It
leverages innovations in cloud mobile access and core [1].
e Cloud and Fog/Mobile Edge Computing
o Cloud aspects can involve the allocation of resources to physical components in content
servers etc. activation of the appropriate volume/type of functional components and the
determination of the interconnections and links between the physical elements. In this
respect, they will manage in an aggregate manner all types of resources, namely,
communication, computing and storage, by taking advantage of significant processing
powers/storage facilities associated with cloud platforms and virtualization through
abstractions of resources and service components (which are “pooled” and universally
accessible/sharable), in an on-demand, elastic and scalable manner.
e Separation of Control and User plane
o Separation on control and user plane can potentially lead to more efficient usage of
resources and energy efficiency as well. For example, the Greentouch initiative proposed
that user plane (data) can be served mainly by small cells while a limited number of macro
cells can serve as a signaling umbrella in order to handle control plane aspects.
e Virtualization of networking functions
o Virtualization may include solutions based on software-defined networking (SDN) and
network function virtualization principles (NFV) may be solutions for accelerating the
application/service deployment times and flexibility (in general) in the network. For
instance, through the standardized interfaces of the SDN model there can be instructions
on how to handle new applications/services. Likewise, through NFV there can be an easier
implementation of applications/services and networking intelligence (activation in cloud,
and instructions towards forwarding-elements). The overall challenge is to evaluate the
potential of these concepts, in terms of impact in the application/service deployment
times, QoS/QoE.

In terms of wireless network trends Figure 3-2 there are:
e Massive MIMO and utilization of mmWave
o Animportant direction is related to the usage of massive Multiple Input - Multiple Output
(MIMO) which can significantly enhance the spectral and energy efficiency of the wireless
network. Moreover, the extra capacity that is needed by 5G networks for facilitating
massive loT, mobile broadband communications etc. can be provided through the
utilization of extra spectrum by exploiting bands above 6GHz. MmWave frequencies can
be used for outdoor point-to-point backhaul links or for supporting indoor high-speed
wireless applications (e.g., high-resolution multimedia streaming) [2]. Moreover, as the
millimeter waves have a short wavelength, it becomes possible to pack a large number of
antenna elements into a small area, which consequently helps realize massive MIMO at
both the base stations and user devices [2].
e Novel Multiple Access Schemes
o Novel multiple access schemes such as non-orthogonal multiple access (NOMA) is one of
the techniques being considered which uses cancellation techniques in order to remove
the more powerful signal. Of course well-known techniques such as orthogonal frequency
division multiple access (OFDMA) can be exploited as well.
e Ultra-dense infrastructures
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o Another direction that will continue to progress is the constant decrease in the cell size,
at the expense of a corresponding constant increase in the number of cells that will be
deployed. Cells of different sizes, characterized as macrocells, microcells, picocells or
femtocells will continue to be deployed. Specifically, hundreds of small cells are deployed
per macro cell. The challenge with ultra-dense networks is to deploy and operate the
appropriate set of cells, so as to carry data traffic, without severely increasing the
signaling traffic (increases with the number of cells), by minimizing the impact of mobility
and radio conditions, and by achieving cost and energy efficiency.

e New waveform and advanced coding

o New, candidate waveforms for 5G would be needed in order to serve specific service
requirements, for example higher or lower bandwidths, sporadic traffic, ultra-low latency,
higher data rates compared to legacy technologies. Also robustness towards distortion
effects such as interference, RF impairments, etc. is important to be supported by new
waveforms.
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Figure 3-2: 5G Technology and wireless network trends.

3.3 Status & challenges in hardware and software development

The increasing network demands require new network services, higher performance, increased
bandwidth, lower energy consumption and increased resilience. These demands imply a higher number
of network devices and stations, increasing the cost and the energy consumption. The network
centralization and functions virtualization become more significant as they enable better distribution of
the available resources, less hardware utilization and an easier to upgrade network as current devices and
architectures are meeting their limits. New implementation techniques must be introduced in order to
further increase reusability, flexibility along with performance and energy consumption at the same time.
According to this approach, the network functions can be moved to software as much as possible, without
affecting networks latency. The functions virtualization can be achieved at any level, using a partitioning
technique between software and hardware functions, which takes into account the available resources.
The current network systems introduce a static and customized functions virtualization. This manual and
static partitioning may lead to high performance but it is not reusable and not reconfigurable thus limiting
network upgrades and resource allocation. Also, the processing power cannot be shared among nodes
offering limited efficiency and spectrum capacity. Full virtualization is not always available as the devices
of the underlying network might not be able of such a task, or virtualization might be limited according to
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available physical and computational resources. A cognitive and dynamic HW/SW partitioning can provide
reconfigurable and flexible HW/SW partitioning to both device and network element architectures in 5G
technologies, considering high performance and energy consumption reduction, according to the
specified performance scenarios. The HW/SW partitioning is applicable for either inside a network stack
layer and/or between multiple network stack layers, as shown in Figure 3-3.

LTE siatic 5G cognitive,
HWsW dynamic HW/SW
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sw PGP KP! driven
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RLC e
HW

Figure 3-3: Cognitive, dynamic HW/SW partitioning in network stack layers.

3.3.1 Problem statement

The cognitive, dynamic partitioning takes into account a set of given network functions, the KPls
that have to be optimized and the KPI constraints relative to the available resources. The technique result
provides the HW or SW implementation decision for each given function, according to the given policies.
These policies consist of the KPls and their constraints. The result of the implementation has to change
according to the policies alteration. The cognitive dynamic HW/SW partitioning ‘s task is to provide the
best HW/SW partitioning of the 5G network stack functions, considering the given KPI’s per scenario and
the available HW/SW resources. The partitioning algorithm’s result can be parsed to the management
programs for further decision making on the implementation part. The partitioning solution has to
communicate with other programs to be aware of the available resources. Moreover the partitioning must
be aware of the performance scenario and the KPI constraints; thus the partitioning would interact with
management programs and monitoring agents as seen in Figure 3-4.
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Figure 3-4: Partitioning algorithm functionality and communication.

3.3.2 Solution

The cognitive dynamic HW/SW partitioning algorithm considers a multiple and diverse set of
objectives, relative to 5G requirements. To this purpose the current solution contains an evolutionary
multi-objective algorithm, aiming to solve a specified optimization problem. This implies that the
optimization problem formulation is one of the most significant parts of the solution, as it has to
accurately, address the requirements, the KPI’s and the objectives of a 5G network. The multi-objective
algorithm receives as input the functional graph of the defined functions, along with the system’s and
functions’ KPI’s/Constraints and optimization goals. Then the number of possible solutions is populated
according to the optimization problem formulation. After having the set of solutions, a multi-objective
algorithm will search for the best solution, according to the given KPI’s, constraints and optimization goals.

3.3.3 Functions definition (LTE, 3GPP based PHY functions)

The cognitive dynamic HW/SW partitioning algorithm is able to decide on device and network element
functions, either inside a network stack layer and/or between multiple layers. Most of the current
research and implementations are using functions from the LTE MAC layer or its reconfiguration while
trying to introduce softwarization and reconfiguration of the LTE PHY layer functions. Some
implementations are also able to simulate full LTE networks. The most notable among them are the LENA
ns-3 [3] LTE simulator from CTTC which provides full software implementation of virtual LTE networks, the
OpenAirinterface [4], OpenlLTE [5] and srsLTE [6]. In order to provide a first realization of the HW/SW
partitioning challenges, the selected subset of functions used for the evaluation of the HW/SW
partitioning is derived from the OpenLTE physical layer software implementation in Octave source code.
The functions that compose the Octave code are identified, manually implemented in Verilog code and
characterized according to the KPI’s. Specifically, the functions used for the evaluation of the algorithm
up to now, are the following:
e eNodeB LTE PHY [7] layer, downlink, OpenLTE, Octave (SW functions). The Octave source code
that describes an LTE based frequency domain downlink transmitter implementation in SW. This
code contains the functions that are specified from the existing LTE, 3GPP standards
e eNodeB LTE PHY layer function, broadcast channel:
o Cyclic redundancy check (CRC), Verilog code (HW function)
o Convolutional encoding, Verilog code (HW function)
o Rate matching, Verilog code (HW function)

e eNodeB LTE PHY layer function, physical downlink control channel
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o Cyclic redundancy check (CRC), Verilog code (HW function)
o Convolutional encoding, Verilog code (HW function)
o Rate matching, Verilog code (HW function)
e eNodeB LTE PHY layer function, physical downlink control channel
o pseudo-random sequence generation, Verilog code (HW function)

The seven latter functions where manually implemented in Verilog code and where evaluated in
order to be bit accurate in conjunction to the corresponding SW functions. These functions are the first
to be implemented in HW as they introduce a significant amount of delay in the SW execution time.
Furthermore while the implementation of broadcast channel and physical control channel, in Verilog, is
similar their HW mapping results to different power consumption, that makes them perfect candidates to
exercise the capabilities of the multi-objective algorithm.

3.3.4 Parameters (KPIs)/ Constraints definition

The partitioning algorithmic solution considers the most critical KPIs for the 5G networks regarding
partitioning and virtualization, so far. The considered KPIs are described in the following lines.
e Execution time
o The measured execution time of the LTE network functions when implemented in SW
o The measured execution time of the LTE network functions when implemented in HW
e Energy consumption of Verilog modules derived from power analysis using appropriate FPGA IDE
e Measured SW memory utilization (e.g. RAM), of LTE functions when implemented in SW
e Communication time, considering measured time of data transferring, regarding send and receive
communication functions, between HW and SW implemented, LTE functions
e Reusability referring to the available HW resources, inversely relative to HW functions utilization

3.3.5 Functional graph (Dataflow Graph) provision

The communication scheme between the utilized LTE functions forms a dataflow graph, including
nodes which represent the functions implemented in HW or SW and edges which represent the
link/interconnection between two functions. The communication overhead is also applied as weight to
each corresponding link. The GUl accompanying the algorithmic solution provides the user with the ability
to add or remove nodes/functions and edges. The partitioning algorithm receives this information and
forms an array structure that includes the mapping of the interconnected components. The array’s items
provide the multi-objective algorithm with the ability to find the optimal decision that also considers the
communication overhead. An example is provided in the following Figure 5-1.
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Figure 3-5: Data flow graph example.

The Figure 5-1 is generated by the user interface that controls the partitioning algorithm. The
solution includes a predefined set of functions and interconnections, referring to the already
implemented functions that form the graph in the Figure 5-1. The user interface provide the user with the
ability to add or remove functions, interconnections and their KPIs in order to create a graph that better
suits his/her needs.

3.3.6 Optimization Problem formulation

The core process of the optimization procedure is the optimization problem formulation as it guides
the whole optimization process towards the goals of the problem. This process receives as input the
implemented HW/SW functions along with their KPIs and formulates a Multi-Objective Optimization
Problem that decides on HW or SW implementation of the specific functions so as to optimize the
objectives set by the end user. The following text summarizes the optimization problem formulation:

KPI-driven binary optimization:

N is the number of considered functions

M is the number of considered KPls

x=[x1,...xN] is the decision variables vector, with xn, n = 1...N, representing HW
implementation (xn=1) or SW implementation (xn=0) of function n

f(x) = [f1(x) ,...fM(x)] is the vector of objective functions to be minimized, each objective
function fm, m = 1...M, representing a corresponding KPI optimization

fm(x)= almx1+....aNmxN, where, anm is the difference of the KPI m value between HW
implementation and SW implementation of function n

Each objective function fm, m = 1...M, can be normalized or prioritized by weights
according to operator policies about the importance of KPI m

Each objective function fm, m = 1...M, can have a corresponding constraint, e.g. if m is
the full model execution time-latency and it should be less than 80us, this mean fm<=80
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The objective problem formulation can be applied to multi-objective optimization algorithms (heuristic,
Pareto-optimal, progressive), which search for the optimal set of solutions using the results of the
objective functions. The next section provides a description of the multi-objective algorithmic solution
that is utilized towards this direction.

3.3.7 Evolutionary Multi-objective Algorithmic solution

This section provides a description of the multi-objective algorithmic solution that is utilizing the
optimization problem formulation. The multi-objective algorithm derives a subset of solutions from the
set of all possible solutions according to the provided, multiple objective functions, their KPIs, their
constraints and the optimization goal. The initial set of all possible solutions is provided from the objective
functions that are considered in the optimization problem formulation. The functions and
KPIs/Constraints are provided by the user, utilizing the solution’s user interface. The selected multi-
objective algorithm for the HW/SW partitioning, is the non-dominated sorting genetic algorithm NSGA I
[8]. The algorithm begins its search with an initial population of individuals-solutions usually created at
random within a specified lower and upper bound on each variable. Once the population in initialized the
population is sorted based on non-domination into each front. Once the non-dominated sort is complete
the crowding distance (the Euclidian distance between each individual's solution) is assigned. After the
population members are evaluated, the selection operator chooses better solutions with a larger
probability to fill an intermediate mating pool. For this purpose the tournament selection procedure takes
place in which two solutions can be picked at random from the evaluated population and the better of
the two can be picked. The crossover operator is to pick two or more solutions (parents) randomly from
the mating pool and create one or more solutions by exchanging information among the parent solutions.
Each child solution, created by the crossover operator, is then mutated with a mutation probability so
that on an average one variable gets mutated per solution. In the context of real-parameter optimization,
a simple Gaussian probability distribution with a predefined variance can be used with its mean at the
child variable value. This operator allows an EO to search locally around a solution and is independent on
the location of other solutions in the population. The elitism operator combines the old population with
the newly created population and chooses to keep better solutions from the combined population. Such
an operation makes sure that an algorithm has a monotonically non-degrading performance. Finally, the
user of an EO needs to choose termination criteria. Often, a predetermined number of generations is
used as a termination criterion. In most cases, this algorithm is able to find much better spread of solutions
and better convergence near the true Pareto-optimal front compared to other multi-objective algorithms,
on a diverse set of difficult test problems.

The partitioning algorithmic solution provides cognition in terms of optimal decision based on
information about functions KPIs, derived from management programs and monitoring agents,
dynamicity referring to the ability to dynamically move functions from HW to SW implementation and
vice versa according to the specified policies, considering also the communication overhead. Current
results show improved overall performance (execution time, latency/communication overhead) by 70%
and power consumption reduction by 50%. The following Figure 3-6 illustrates the improvements in
overall execution time of the addressed and tested physical layer functions, when HW/SW partitioning is
performed targeting high performance (left chart) and normal performance scenarios (right chart). In a
high performance scenario more functions will be executed in HW while in normal performance more
functions will move to SW in order to reduce power consumption.
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Figure 3-6: i) SW implementation, ii) HW/SW optimal partitioning, iii) HW implementation results in
execution time (ms) for high performance and normal performance scenarios using Octave.

The first set of results imply that the partitioning algorithm can achieve high performance regarding
algorithmic solution execution time, below thresholds for LTE current handover time and user experience
maintenance and algorithmic solution complexity. In addition, the cognitive, dynamic HW/SW partitioning
algorithm provides reduction of the power consumption, limited memory overhead enabling the
interaction between algorithmic solution with management programs and monitoring agents. The
proposed HW/SW partitioning will be further refined and upgraded considering improvements on
performance, memory overhead and portability of the current algorithmic solution. Furthermore, there
is ongoing investigation for integration with the CTTC’s LENA ns-3 simulator in order to have a full stack
LTE network implementation in order to better clarify the benefits and challenges of HW/SW partitioning.
Moreover, since the algorithmic solution’s design enables KPIs’ and functions’ extensions future
implementations and KPIs will be investigated in order to meet a diverse set of objectives such as user
data rate and even capacity.

3.4 Status & challenges in 5G wireless communications

This section provides useful insights on the advancements in physical layer, MAC and RRM. Details
on the aforementioned advancements are provided in the subsections that follow.

3.4.1 Novel physical layer aspects

One of the key aspects that will evolve with 5G has to do with the novel design of a unified, flexible
air interface, its components and procedures, so as to effectively deal with the issue of 5G requirements
through such an adaptation. Therefore, it is important to develop a new spectrum agnostic 5G air interface
for carrier frequencies below 6 GHz. This is motivated by the fact that today’s licensed bands for cellular
usage are all below 6 GHz, and the World Radio Conference (WRC) in 2015 which also focused on below
6 GHz spectrum among other aspects. Furthermore, even if higher frequency spectrum bands are made
available for 5G operation in the future, having effective means for utilizing 5G below 6 GHz is still of
relevance due to the more favorable radio propagation properties. A unified, flexible 5G air interface
would have the following key characteristics:

e Flexibility to support the broad class of services with their associated KPIs;

e Scalability to support the high number of devices;
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e Versatility to support the diverse device types and traffic/transmission characteristics;
e Efficiency to support the requirements on energy consumption and resource utilization; and
e Future-proofness to support easy integration of new features.

The new air interface will meet the requirements on the 5G main KPIs (e.g., for increased throughput,
reduced latency etc.) with increased flexibility, reliability, future-proofness as well as cost and energy
efficiency. Notably, devices will be designed to support one common air interface for all services and more
devices will be produced applying similar/common chip sets thus achieving economy of scale for vendors.
Also, the wireless system is expected to be more scalable and thus better suited to follow load variations
between the services both temporal and in different locations.

3.4.2 Novel frame design based on service requirements

As previously mentioned, among the main objectives of a new, unified 5G air interface should be
its flexibility to be adapted to the diverse requirements imposed by the nowadays heterogeneous service
demands. This diversity of requirements creates a very challenging environment in terms of service
specific KPIs and channel characteristics as it should be flexible enough to satisfy these needs while in
parallel optimize the resource utilization and minimize the overhead introduced by the multi-service
support functionalities/mechanisms. The 5G services are foreseen to include mobile broadband (MBB)
services, supporting high data rates and high coverage, massive machine communication (MMC) services,
supporting small packet sizes and infrequent transmissions, mission critical communication (MCC)
services, with strict delay bounds and reliability factors, and vehicular-to-anything communication (V2X)
services, supporting both bs-to-device and device-to-device transmissions.

The current status of a stiff frame structure with e.g. a fixed transmission time interval (TTI) value,
either cannot satisfy the extremely strict requirements of specific services (e.g., delay requirements of
MCC services) or is resulting to underutilization and waste of resources due to inefficient resource
management. Therefore, a flexible frame structure supporting the coexistence of different transmission
time intervals (TTls) is more than necessary in order to accomplish these diverse service requirements.
The introduction of a flexible TTI supporting different TTI durations will both accomplish ultra-low latency
capabilities (e.g., in case of MCC services) by facilitating short TTI durations and high spectral efficiency
gains (e.g. in case of MBB services) by utilizing long TTI durations. The selection of TTl scaling, which is the
set of available TTI values, is of high importance, because it directly affects the effectiveness of the
proposed flexible frame structure solution.

We proposed two methods for TTI scaling:

e 2V scaling: Definition of a set of TTI durations with double duration each one
e Scaling based on service classification: Definition of a minimum set of TTI durations (mapped to a
set of services)

In case of 2V scaling, the minimum and maximum TTl length is defined and then a set of TTl lengths is
generated based on the 2" approach. For the 5G services mentioned above, reasonable values of TTI
duration can be between 0.125ms and 4ms, therefore the generated TTI values belong to the set
(0.125ms, 0.25ms, 0.5ms, 1ms, 2ms and 4ms). This approach is graphically depicted in Figure 3-7.

According to the second method, a set of predefined services (e.g. MBB, MMC, MCC, V2X) are
analyzed based on their requirements in order for each service to estimate the TTl value that best reflects
its characteristics, satisfy its requirements in terms of KPI values (e.g. average delay, max delay,
throughput) and minimize the system resource overhead. Then a set of TTI lengths are generated which
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are mapped to the aforementioned services or group of services. In Figure 3-7 an indicative set of TTI
lengths is depicted based on an initial analysis and service classification. Each TTI length is mapped to one
or several services.

2N scaling
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Figure 3-7: Flexible TTI - TTI Scaling.

Regarding the comparison between the two scaling methods, the second method is better fitted to
the service requirements as it is based on analysis of the special characteristics and optimum TTI selection
for each service type. However, in case of absent of resource partitions in the spectrum, because of the
different multiply factors between TTl values, this method cannot succeed high multiplexing gain between
different services in the frequency domain as resource gaps may emerge for a set of selected TTI values.
The first method may not be optimal fitted to the services, although it eliminates the gaps of the spectrum
(in case of no recourse partitions), while it occupies the minimum length in the packet header (for 8
different TTl values, 3 bits are required).

3.4.3 Support of different numerologies

The following parameters are made available for configuration in order to create different
numerologies: TTI length, subcarrier spacing, number of subcarriers and tiling type (horizontal or vertical
related to time/frequency axes). Table 3-1 illustrates the set of numerologies used during the preliminary
system level evaluation.

Table 3-1: Numerologies used in simulation scenarios.

Numerologies

RB Type TTI (ms) | Subcarrier Spacing (kHz) | Number of Symbols per TTI
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RB1 (LTE like) 1 15 14
RB2 0.5 15 7
RB3 0.25 30 7

A certain simulation set can be used by a proprietary system level simulation tool. The set
evaluates a selected one-stage access protocol [9] in combination with a different numerology in order to
estimate the combined gains from the use of both technical components. The results are evaluated
against the LTE-A environment (ARP protocol and LTE-A frame structure). The general parameters of
simulations are based on the parameters defined mainly in 3GPP case 1 reference scenario. The use case
specific parameters for the set are presented in Table 3-2.

Table 3-2: Simulation scenario parameters.

Parameters

Value

Reference Scenario

3GPP case 1

Network Topology

19 3-sectorised base stations (57 cells)

Inter-site distance

500 m

Bandwidth

FDD 40MHz - 20MHz (uplink)

Request generation

Poisson

UE data traffic size

100 bytes / data report

PRACH allocation

1 PRACH allocation / TTI

Backoff window

Discrete uniform distribution (2,20) TTls

Max connection attempts

Preambles

64

In the aforementioned simulation set, the performance of the combination of one-stage protocol
with numerologies with smaller TTI sizes are evaluated. Figure 3-8 depicts the performance in terms of
latency (primary KPI) for four alternative configurations. The first configuration is the baseline LTE-A
scenario which includes the ARP protocols and the LTE-A frame structure with TTI length of 1ms. In the

39



PhD Thesis Belikaidis loannis-Prodromos

other three configurations, the one-stage protocol is adopted in combinations with three different
numerologies with TTI lengths of 1ms, 0.5ms and 0.25ms.

Figure 3-8 shows that the LTE-A (ARP, TTI=1ms, PRACH per 1ms) has latency values between 5ms
and 7.5ms, which is a performance far for the KPI target of 1ms. The other configurations show improved
latency values highly affected by the request rate. In detail, the numerology of TTI=1ms have relatively
low latency values only for low request volumes, while the numerologies of TTI=0.5ms and TTI=0.25ms
have relatively low latency values for all the examined request volumes. Latency values below the KPI
target are observed only for the numerologies of TTI=0.5ms and TTI=0.25 ms and for low request rates.

Latency = ARP (LTE-A)}-PRACH 1me i 1 STAGE (Fantastic)-TTI 1ms
i | = 1STAGE (Fantastic)TTI 0.5ms === 1STAGE (Fantastic)-TTI 0.25ms
P
7

Latency [ms)

! —

0 1000 2000 3000 4000 5000 E000 7000

Average Request Rate (requests/s/cell)

Figure 3-8: KPI 2 Latency (primary KPI) — second set of simulation results.

The aforementioned latency results depict the latency from the UE to the BS (uplink), while no
processing delay was taken into consideration.

3.4.4 Enhanced Radio Resource Management (RRM) and MAC adaptation for 5G

In 5G networks, is important to proceed to the investigation and development of technologies
that address the well-known challenges of predicted growth in mobile connections and traffic volume by
successfully addressing the lack of dynamic control across wireless network resources which is leading to
unbalanced spectrum loads and a perceived capacity bottleneck. Resource management with three
degrees of freedom can be taken into consideration: (i) densification, (ii) rationalized traffic allocation
over heterogeneous wireless technologies, and (iii) better load balancing across available spectrum bands
in licensed, lightly-licensed and unlicensed spectrum portions. Moreover, the MAC has to be adapted in
order to be able to support the deployment of 5G various services which call for increased reliability,
reduced latency and higher throughput in licensed, lightly-licensed and unlicensed bands.

Traffic steering provides operators with the necessary functionality in order to let them optimize resource
utilization, QoS/QoE and power consumption of cells and UEs by directing the traffic to the RAT or layer
that is the most appropriate/suitable for a certain type of service. Steering of certain traffic flows
depending on their type and availability of resources will enable devices to obtain guidance on how to
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optimally access content in indoor and outdoor environments. Various factors could be taken into account
including signal strength, interference levels, availability of RATs and channels, requirements of certain
services (e.g., mission critical, massive access etc.).

The Figure 3-9 shows the actions which are considered for dynamic steering by taking into account
certain prioritization of traffic flows (for the selection of RATs), load balancing (for the selection of cells)
and channel assignment (for the selection of most appropriate/ suitable channels). Specifically, as
depicted in the Figure 3-9, reception of low quality from UEs trigger the initialization of traffic steering.
RAT and channel with high load and low quality is identified in order to seek for solutions.

Furthermore, a prioritization algorithm receives reports on QoS and QoE from all UEs. In the case
of triggering a low QoE/QoS then the RRM mechanism must begin some procedures to satisfy the UE’s
requirements. Taking into account the requested conditions and demands from each UE can then steer a
UE to its more appropriate RAT. Also, a load balancing algorithm, focuses explicitly on achieving a good
load balance between cells of the same RAT. Thus, based on “sensing” mechanism the system is
monitoring the loads and collect the measurements from all cells of a particular RAT, an overloaded cell
is identified and then under loaded cells that are in the vicinity are identified. An active and eligible UE
can then be moved from the overloaded cell to the under loaded adjacent cell that meets its requirements
in order to gradually arrive at the preferred load balance. In addition to the network load, the user
experience (QoE) is monitored also throughout the “sensing” mechanism, and if needed an inter-RAT
handover procedure is invoked to move the UE to a different RAT. Finally at the time of connection
establishment, the decision-mechanism with the utilization of these algorithms and mechanisms, is
pursued to select the right RAT, cell and channel to be used by the user throughout the connection.
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Figure 3-9: Traffic steering.

The Figure 3-10 illustrates the integral parts of the Dynamic Channel Assignment (DCA);
Prioritization; Load balancing which have been previously discussed. Such concepts can be evaluated
through system level simulations. Therefore, it is critically important to develop a system level simulator
in a way to make a flexible, accurate and efficient simulation of this complex heterogeneous networks
with multiple RAT, cells and channels for 5G networks. Specifically, it should be possible to support
heterogeneous networks consisting of LTE macro cells (licensed bands), small cells that utilize lightly-
licensed bands and Wi-Fi with unlicensed bands, with BSs and APs densely deployed to provide users with
seamless connectivity and demanded services. And finally the radio resource management mechanism
that assigns the most appropriate RAT, Cell and Channel based on the requirements of each UE and at the
same time keeping the system as Load balanced as much as allowed. The particular simulator is a
proprietary system-level simulation tool which is fully developed in Java with various capabilities and has
been calibrated according to the 3GPP specifications. It takes into account various parameters such as
traffic level, available infrastructure elements, available channels and evaluates the various test cases.
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The calibration state of the proprietary simulator has been evaluated against the reference results of the
3GPP LTE calibration campaign [10]. As a result, the Cumulative Distribution Function (CDF) of coupling
loss and downlink SINR have been examined in order to calibrate the tool with leading operators and
vendors such as Nokia, Ericsson, DoCoMo, Huawei, Telecom ltalia etc.
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Figure 3-10: Dynamic Channel Assignment (DCA); Prioritization; Load balancing as integral parts of traffic
steering.
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The simulator’s playground is illustrated in Figure 3-11, where multiple macrocells and small cells
were deployed in order to simulate a cellular environment as an example. The simulator is capable of
creating various scenarios for sparse to dense and even ultra-dense deployment of various cells and
technologies.

Figure 3-11: Example of system level simulator playground.

3.5 5G network management aspects enhanced with machine learning

3.5.1 Machine learning for service classification in 5G networks

A challenge for future wireless communication networks is the satisfaction of the diverse
requirements coming from heterogeneous services. In 5G networks, the coexistence of different services
like Mobile Broadband (MBB), Massive Machine type Communications (MMC) and Mission Critical
Communications (MCC) having various requirements in terms both of capacity and QoS will constitute a
key prerequisite. Hence, one of the main issues that should be addressed by the 5G management system
is the simultaneous provisioning of these services satisfying the corresponding requirements so as to
optimize the network in order to be resource and energy efficient. A first step towards this direction is to
be able to identify each service type in order to prioritize the services and be able to allocate efficiently
the network resources.

Knowledge of QoS requirements per service flow could be provided by the higher layers as e.g.
assumed in the HSPA and LTE, where sets of QoS parameters are available for RRM functionalities such as
admission control and packet scheduling decisions. As an example from LTE, each data flow (bearer) is
associated with a QoS profile consisting of the following downlink related parameters:

e Allocation retention priority (ARP)

e Guaranteed bit rate (GBR)

e QoS class identifier (QCl)

In particular, the QCl includes parameters like the layer-2 packet delay budget and packet loss rate.
However, for the cases where detailed QoS parameters are not made available from the higher layers, the
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use of novel service classification techniques should be considered, in which the base stations monitor
the traffic flows to extract more detailed service classification information and identify the service type
providing this information input to packet scheduling algorithms, and other RRM functionalities.

The support of fast and reliable traffic characterization is a necessary step in order to understand the
network resource usage and to provide differentiated and high QoS/QoE through prioritization targeting
in increasing resource-usage and energy efficiency. In addition, the service classification process can
interact with new services and procedures provided in 5G networks to support flexibility and adaptability
to traffic variability.

In this subsection, the use of various machine learning mechanisms for the service classification
problem is described and the performance of different algorithms is investigated. The considered
classification methods reside in the area of statistical-based classification techniques and they are realized
by exploiting several flow-level measurements (e.g. such as traffic volume, packet length, inter-packet
arrival time and so forth) to characterize the traffic of different services. Then, to perform the actual
classification, supervised machine learning techniques are applied to these measurements. It should be
noted that in contrary to other methods of traffic classification, like payload-based classification, which
need to analyze the packet payload or need to use deep packet inspection technologies, statistical-based
classification techniques are usually very lightweight, as they do not access packet payload and can also
leverage information from flow-level monitors.

3.5.2 State of the art of machine learning mechanisms for traffic classification

In the literature, there are a lot of studies that focus on application and service discrimination
based on traffic classification learning techniques as presented in detail [11] and [12]. Various machine
learning mechanisms are usually employed belonging to either unsupervised or supervised machine
learning as illustrated in Figure 3-12. In the first case, clustering algorithms like K-Means, DBSCAN and
Autoclass [13] are investigated. The objective of these mechanisms is to group flows that have similar
patterns into a set of disjoint clusters. The major advantage of these schemes is that they do not require
a training phase like the supervised ones but they automatically discover the classes via the identification
of specific patterns in the dataset. However, the resulting clusters do not certainly map 1:1 to services as
usually the number of clusters is greater than the number of service types and even in the case of 1:1:
mapping, the clusters still need to be labeled in order to be mapped to the corresponding services.

Regarding the supervised machine learning techniques, which is also the approach that is
analyzed in this subsection, there are various classification schemes that have been proposed for the
traffic classification problem like Naive Bayes, Decision trees, Random forests and others [14]. Authors in
[15] present the Bayesian classification techniques which use the Naive Bayes approach. During the
training phase, flow parameters are used to train the classifier and create a group of services. Then, when
new flows arrive, they are subjected to probabilistic class assignment, by calculating their probabilities of
class membership and assigned to that class to which maximum probability is attained. In addition,
statistical fingerprint-based classification techniques as presented in [16] classify traffic based on a set of
pre-selected parameters (e.g. packet size, inter-arrival time). During the training phase, a dataset of flows
from each service are used in order to analyze the dataset and create the service fingerprint. This
fingerprint is usually a PDF (Probabilistic Density Function) vector used to identify the service. During the
classification phase the algorithm checks the behavior of a flow against the available set of PDF vectors.
Also, Support Vector Machine (SVM) techniques, first proposed in [17], are binary supervised classification
algorithms which transform a nonlinear classification problem in a linear one, by means of what is called
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a “kernel trick”. Furthermore, Artificial Neural Networks (NNs) consist of a collection of processing
elements that are highly interconnected and transform a set of inputs to a set of desired outputs that is
inspired by the way biological nervous systems works. In [18] authors proposed a NN, in which a multilayer
perception classification network is used for assigning probabilities to flows. A set of flow features are
used as input to the first layer of network, while the output classify flow into a set of traffic classes by
calculating the probability density function of class membership. Also, Decision Tree algorithms, which
are mentioned also by [19], represent a completely orthogonal approach to the classification problem,
using a tree structure to map the observation input to a classification outcome. In these supervised
classification algorithms, the data set is learnt and modeled, therefore, whenever a new data item is given
for classification, it will be classified accordingly learned from the previous dataset.

Mathine
Learning
| Technigues
Supervised Unsupervisesd
Learning Learning
Mearest Decision E-Beans
Neighbors Nafye Bayes Tree HMeural Nets Autoclazs elustering DBESCAN

Figure 3-12: Overview of machine learning techniques.

3.5.3 Classification approach & evaluation metrics

In this subsection, the problem of service classification is investigated employing a set of different
classification mechanisms that belong to the supervised machine learning category. Before presenting the
performance evaluation of each mechanism, the algorithmic procedure that has been followed is
described and each step is explained in detail.

Figure 3-13 presents the algorithmic procedure that is followed for the classification mechanism.
As can be seen, the first step refers to the collection of a number of traces from different services. For the
considered simulation scenario, three service types are considered referring to MCC, MMC and MBB
communication while other services (like broadcast/multicast services etc) will also be considered in the
future. The different traces of each service have been generated using specific traffic models. More
specifically, the generation of different types of MCC /MMC traffic was following the traffic models
presented in 802.16p [20], while for the generation of MBB traffic video streaming traffic (YouTube) which
follows the traffic models presented in [21] is assumed.
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Figure 3-13: Proposed mechanism for the service classification process.

The second step refers to the statistical processing of these traces in order to separate them in
flows. In particular, a flow is considered a series of packets transmissions that have the same source and
destination and for which the inter-arrival time is below a specific threshold. After this processing, a
number of features for each flow is generated including: inter-arrival time statistics (mean value, standard
deviation), packet size statistics (total value, mean/max/min value, standard deviation) and other flow
characteristics like total number of packets, source, destination as well as flow direction. Subsequently,
some features engineering tasks are performed before proceeding to the main classification mechanism.
These tasks include the selection of the most representative features, the transformation of categorical
features into numerical values, the normalization of features’ values and other tasks that guarantee a high
data quality (e.g. replace missing values etc.). Then, the implementation of machine learning mechanism
follows including two main phases: the training phase and the cross-validation phase. It should be noted
that stratification is applied in this case in order to randomly sample the flows’ dataset in such a way that
each service type is properly represented in both training and testing datasets.

For the simulation scenario, a splitting of 70%-30% for training and testing sets has been considered.
Obviously, for the training set, the label ‘service type’ of each flow is considered as known whereas for
the testing set, this label is considered as unknown and each flow is labeled using the classifier model. The
outcome of the proposed mechanism is a classifier model that can be employed in unknown flows in order
to recognize them and label them in an accurate way. To evaluate the performance of the classification
mechanisms, various metrics have been defined and can be used in the train/test sets to select the most
adequate mechanism for the specific problem. To illustrate the relationship between the different
evaluation metrics, a very useful tool that provides a holistic view of each algorithm’s performance is the
confusion matrix. The confusion matrix is actually a two dimension matrix, in which the horizontal axis
represents the predicted class (outcome of the algorithm) whereas the vertical axis represents the true
class. In Figure 3-14, the confusion matrix for the considered classification problem is presented, where
FP, TP, FN, TN stand for False Positives, True Positives, False Negatives and True Negatives,
correspondingly and they are defined as follows:

e FP:the percentage of other services’ flows that are incorrectly classified as MMC service
e TP:the percentage of MMC service’s flows that are correctly classified as MMC service

e FN: the percentage of MMC service’s flows that are incorrectly classified as other services
e TN: the percentage of other services’ flows that are correctly classified as other services.
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Figure 3-14: Confusion Matrix of the service classification problem.

Some of the most common evaluation metrics used for classification problems are the accuracy
metric, the precision, the recall and the F1-score. More specifically:
e Accuracy is defined as the percentage of correct predictions to the total number of
(TP+TN)

predictions and is given by (TPHFPFINFEN)

e Precision is defined as the percentage of the instances that were correctly predicted as belonging
in a class among all the instances that were classified as belonging in this class and is given by

TP
(TP+FP)
e Recallis defined as the percentage of the instances of a specific class that were correctly classified
TP
(TP+FN)

as belonging to this class and is given by
e F1 Score is defined as the harmonic mean of the precision and recall and is given by

2 x Precision x Recall

(Precision + Recall)

e Tobe able to choose the best mechanism for a classification problem, the investigation of a single
metric, like accuracy, is not always enough as the misclassification of a specific class instances may
be more important than the correct classification of others. For this reason, other evaluation
metrics have also to be applied to make the most appropriate choice depending on the problem’s
characteristics.

3.5.4 Evaluation performance of classification mechanisms

In the considered simulation scenario, the performance of a set of different machine learning
mechanisms has been investigated including base classifiers such as Naive Bayes classifier, Support Vector
Machines, Tree Classifier, K Nearest Neighbor Classifier, Logistic Regression as well as ensemble based
classifiers like Random Forest Classifier. The goal of ensemble methods is to combine the predictions of
several base estimators built with a given learning algorithm in order to improve generalizability and
robustness over a single classifier. Usually, two families of ensemble methods are distinguished: the
averaging methods (e.g. Random Forests [22]) in which several classifiers are developed independently
and then the average of their predictions is used and the boosting methods (e.g. AdaBoost- Adaptive
Boosting) where base classifiers are built sequentially and one tries to reduce the bias of the combined
estimator. To be able to compare the various machine learning mechanisms, in the following table, the
accuracy metric of each algorithm is presented, where a Dump classifier that classifies all the flows as type
0 (MMC service) is also considered resulting in 0.512 accuracy. From this table, it can be seen that Decision
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tree and the Random Forest algorithms lead to the highest accuracy values, outperforming the other
machine learning algorithms.

Table 3-3: Accuracy score for each classification mechanism.

Classification Mechanism | Accuracy |

Maive Bayes 0.808
Support Vector Machine 0.662
Decision Tree 0.975

K Nearest Neighbor Classifier 0.952
Logistic Regression 0.685
Randam Forest Classifier 0.988

However, to provide a more complete view of each classifier’s performance, the corresponding
confusion matrices are illustrated in Figure 3-15. The horizontal axis of this matrix represents the
predicted class whereas the vertical axis represents the true class. It should be noted that Class 0, Class 1
and Class 2 refer to MMC, MCC and MBB service types, correspondingly. In the considered scenario,
considering that it is desired to eliminate the possibility that a MCC service is misclassified as another
service type, the optimal model should have high values of recall whereas high accuracy values for the
case of MMC and MBB services are required. The results of confusion matrix show that the Decision Tree
and the Random Forest algorithms result in extremely good results as they misclassify only a few flows,
resulting also in high values of recall and precision as can be seen in Figure 3-16. Therefore, these two
classification mechanisms can be selected chosen for further consideration for the problem of service
classification.
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Figure 3-15: Confusion matrices of different classifiers.
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Figure 3-16: Evaluation metrics for selected classification mechanisms.

3.6 Conclusion

5G is the next frontier of innovation for entire mobile industry. Consequently the three major
objectives for 5G, are support of massive capacity and massive connectivity; support for an increasingly
diverse set of services, applications and users; and in addition flexible and efficient use of all available
non-contiguous spectrum for widely different network deployment scenarios. Framed in this context, this
chapter elaborated on the status & challenges in hardware/ software development and in 5G wireless
communications by focusing on physical layer, MAC and RRM. Also the benefits of machine learning in 5G
network management were discussed. By taking into account the diversity of infrastructure, radio
resources and services that will be available in 5G, an adaptive network solution framework will become
a necessity. Breakthrough developments in several RAN technologies will be required for realizing novel,
5G solutions. Such technologies include among others multiple access and advanced waveform
technologies combined with coding and modulation algorithms, massive access protocols, massive MIMO
and virtualized and cloud-based radio access infrastructure.
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4 Management of shared resources in a multi-provider environment

In this chapter we present a hierarchical radio resource management scheme, which, by utilizing
small and macro cells, allows cellular users to reuse and exploit potentially underutilized spectrum
portions. In order to overcome the issue of limited resources that can be allocated to users, one can
exploit the Spectrum Access System (SAS), a technology that enables better allocation of the available
spectrum to users in below 6 GHz bands. Providers can utilize different spectrum with different license
schemes with specific requirements. However, exploiting SAS also introduces certain challenges. A
mechanism able to dynamically allocate network resources to different user categories in order to meet
the satisfaction of the users while guaranteeing to meet the requirements of the category they belong to
is presented. The proposed algorithm operates in the 3.5 GHz band taking into account the SAS constraints
and requirements. Finally, through simulations, the effectiveness of this approach is shown.

4.1 Introduction

After the market launch of LTE-A in 2013, the cellular ecosystem started working on defining the
next generation of cellular networks, the so called fifth generation (5G). The main focus of the 5G
definition phase was on creating a common vision among the different stakeholders, on defining a set of
use cases, scenarios and services expected to be launched around 2020. 3GPP started the specification
work on what is known as 3GPP 5G phase 1, a first set of features of the forthcoming 5G system, targeting
completion around mid of 2018. The newly identified services do stress the importance of reducing
communication latency, increasing reliability, throughput, energy efficiency and other Key Performance
Indicators (KPI). As a matter of fact, current 4G system techniques for managing radio resources are able
to maximize the Quality of Service (QoS) of the served users but are not able to perform the resource
allocation in user categorization or slicing environments [4]. This limitation is due to the fact that resource
allocation in 4G systems is performed by associating a priority to the service requested by the user. For
instance, different users may belong to different categories with different priorities into the same or
different categories, and thus such users should be managed by considering the priority they have plus
the priority of the category they belong. As a result, the current 4G approach is suboptimal and cannot
fulfil the new demands of the forthcoming new services. In fact, the 5G system is expected to be able to
serve a diverse range of services with different design requirements. Key enablers such as ultra-dense
small cells with multiple antenna nodes are believed to be core system elements in meeting the chosen
challenging requirements. The utilization of small cells will provide a more scattered connectivity, thus
avoiding to route the entire data through a large, in terms of surface covered, centralized base station. As
a matter of fact, 5G will only be possible by making available more spectrum, by enhancing the spectrum
management adding intelligence and achieving a higher and better utilization factor, and finally by
introducing real-time spectrum data management.

This subchapter provides an overview of the Spectrum Access System (SAS) Figure 4-1 technology
in the 3.5 GHz band that will enable a more dynamic, secure and efficient allocation, management and
sharing of spectrum resources. SAS will enhance the performance of wireless broadband networks,
optimizing capacity through higher spectrum utilization, ultimately delivering a high quality of experience
to the end users. As Federal Communications Commission (FCC) already provided the SAS system
requirements [16], work has started in the wireless community towards turning the vision into a
functioning reality. In this work, it is proposed an algorithm for satisfying the required quality of certain
user categories while at the same time making it possible to increase the overall performance of the
system, through better allocation of resources to other user categories.

52



PhD Thesis

Belikaidis loannis-Prodromos

SAS model (three layers).

O

o

O

General Authorized Access (GAA)

Incumbent Access
= Licensed
Priority Access Licenses (PAL)

=  Lightly-Licensed

=  Unlicensed

General Authorized Access Users
(GAA)

Figure 4-1: SAS three Tier Model.

This work is also proceeds to the development of a hierarchical (that is, blending distributed and
centralized) management of ultra-dense multi-RAT and multiband networks. Centralized management is
used as a baseline, as shown in Figure 4-2(a) which can be expanded with distributed management by
moving management decisions related to RAT/spectrum/channel selection closer to the node level as
depicted in Figure 4-2(b). Specifically, the proposed algorithm will initially run in a distributed manner in
order to limit the excessive signaling of centralized solutions in dense environments. However, in the case
where the distributed approach does not provide satisfactory solutions, then a centralized approach could

be used.
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Figure 4-2 :Distributed and centralized radio resource management.

The rest of the subchapters are structured as follows. A survey of related works in the dynamic
resource allocation area and the status of regulations about the utilization of the 3.5 GHz band are given.
An introduction of the channel selection mechanism and our proposed solution is presented. Evaluation
of potential solutions and some preliminary system-level simulation results are discussed. Finally, a
conclusion and an analysis of what machine learning techniques can bring to this solution.
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4.2 Related Work

There is extensive literature around dynamic resource allocation. For instance, authors in [5]
develop a super-radio formation algorithm to identify valid super-radios, i.e., a set of radios that can
coexist on the same channel(s) via WiFi-like carrier-sensing mechanisms. In this sense, they elaborate on
the coexistence-aware dynamic channel allocation for 3.5 GHz shared spectrum systems. Also,
interference between cells, interference management (inter-cell interference coordination) and power
control approaches are of high importance, especially in ultra-dense heterogeneous environments that
change dynamically and with high frequency; these aspects are extensively investigated in [6][7][8].
Authors in [9] claim that cognitive wireless networks enable dynamic access to underutilized spectrum in
the licensed band. This type of network provides higher values for data rates and capacity, as users tend
to use data links instead of making voice calls, using enhanced radio access and decision making
techniques. In addition, spectrum efficiency is determined by a variety of parameters such as successful
assessment of channel availability, selection of suitable and short transmission links, and traffic
distribution between site access points. Authors in [13] present the implementation of a SAS capable of
dynamic frequency assignment and interference management which is critical for the success of the
proposed framework. They also describe the efforts toward a spectrum sharing system by summarizing
different interest groups' standpoint on the FCC proposed framework as well as an exemplary SAS
architecture that accommodates the tiered access to shared spectrum and suitable approaches to achieve
important SAS capabilities. Finally various applications of this specific framework in the areas of smart
networks and armed forces are presented in [14] and [15], respectively.

Also the arena of collaborative research funded projects has been focusing on using more
effectively the available spectrum. For instance authors in [17], starting with an analysis of the regulator
regimes and the available standards coming from the ETSI bodies, propose extensions to the logical blocks
of the ETSI-defined architecture for Licensed Shared Access (LSA) and introduce and validate some
interesting new allocation algorithms. Even if our work focuses on bands below 6 GHz, it is worth
mentioning that important efforts have already started on improving the overall system dynamicity by
also using the new bands to be made available for access in the mmWave domain up to 100 GHz. For
instance, authors in [18] stress in different key use cases and scenarios the benefits that can derive in a
smarter and more dynamic usage of several bands, specifically analyzing potential impacts on relevant
standards bodies as well as regulatory aspects.

4.3 System Aspects

Centralized management of the cellular system can be expanded with distributed management
by moving management decisions related to RAT/spectrum/channel selection closer to the node level as
depicted in Figure 4-3 In this figure our work is focused on the block titled “RAT / Spectrum/ Channel
Selection”.
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Figure 4-3: RAT/spectrum/channel selection component.

Specifically, the proposed algorithm initially runs in a distributed manner in order to limit the
excessive signaling of centralized solutions in dense environments. However, in the case where the
distributed approach does not provide satisfactory solutions (i.e., not reaching the desired KPI), a
centralized approach can also be used. Based on the increased demand for sub-6 GHz spectrum, stemming
from the new planned services in future wireless networks that will cause exponential growth in wireless
data traffic, changes must be done in order to obtain QoS and capacity expansion. Therefore, standards
and regulatory bodies are increasingly pursuing policy innovations based on the paradigm of shared
spectrum, which allows spectrum bands that are underutilized by primary owners to be exploited
opportunistically by secondary devices. Specifically, our algorithmic solutions focuses on the SAS in the
3.5 GHz band, which is a technology consisting of the following three-tier model:

e Incumbent Access.
e  Priority Access Licenses (PAL).
e General Authorized Access (GAA).

Incumbent users are able to utilize a channel over the user that is at a lower level (PAL or GAA).
PAL and GAA users are controlled by the SAS system and thus must register and check all of their
operations in order to provide a secure and interference-free environment to higher-tier users. The basic
rules defined by the FCC [10], which are required for the SAS model that must be introduced for the usage
in the 3.5 GHz band, are:

Incumbent Access:

e These users will be protected from harmful interference from PAL and GAA users.

e Authorized federal and grandfathered Fixed Satellite Service (FSS) users currently operating in the 3.5
GHz band.

e Other incumbents including for example Department of Defense (DoD) radar.

Priority-Access Licenses (PAL):
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o PAL will use competitive bidding within the 3550-3650 MHz portion of the band, as illustrated in Figure
4-4

e Each PAL will use a 10 MHz channel in a single census tract for three-years (a specific license is to be
acquired).

e Up to seven total PALs may be assigned in any given census tract with up to four PALs going to any
single applicant.

e Applicants may acquire up to two-consecutive PAL terms in any given license area during the first
auction.

General Authorized Access (GAA):

e GAA users are permitted to use any portion of the spectrum.

e 3550-3700 MHz band is not assigned to a higher tier user.

e May also operate opportunistically on unused Priority Access channels 3650-3700 MHz, as illustrated
in Fig. 2 (Light-gray spectrum).

e  GAA users are permitted to use 80 MHz of all the available and not assigned to any higher tier in the
3.5 GHz range.

e GAA users do not have to obtain an individual spectrum license.

3550 MHz 3700 MHz
3550 MHz l, 3650 MHz
PAL & GAA Users I
3650 MHz 3700 MHz

Figure 4-4 : 3.5GHz spectrum allocation for each tier of the SAS model.

The regulations and specifications listed above for the SAS model on the 3.5 GHz are quite
complicated but are a necessity in order for the model to work properly and therefore are implemented
in our 5G simulator. This is essential for the evaluation of the proposed solution as it allows that the
obtained results are as close to the real-life implementation as possible. Finally, it has to be mentioned
that the SAS system does not work as a real time scheduler, it can only instruct the cease of transmissions
of lower tiers to the area, if a higher tier is present and transmitting.

4.4 Proposed Algorithm

Figure 4-5 presents a chart of the messaging sequence of the proposed algorithm. Initially, the
algorithm first runs in a distributed way, in every cell inside the Distributed Radio Resource Management
(dRRM) functional block, which is located at every Base Station (BS). From there, information about
several parameters, like the availability of RAT/spectrum/channels cell of the users, utilized license
schemes and neighboring cells frequency assignments, can be gathered. After the successful selection of
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a particular channel, all the appropriate information and specifications are requested and received to and
from the Medium Access Control (MAC) layer. At the MAC layer, scheduling and inter-RAT coordination
mechanisms are enabled, run if necessary and send information to the dRRM. Then, the physical layer is
reconfigured to the new selected RAT, band, and channel. Finally, the centralized Radio Resource
Management (cRRM) is invoked whenever the dRRM algorithm does not achieve the desired KPIs, or in
general the thresholds required by the system for optimal results. Hence, the dRRM sends the available
information from all cells to the cRRM where a centralized channel selection runs, in order to produce the
best possible solution. At that time, the MAC is called to perform the scheduling and inter-RAT
coordination, sending new configuration instructions to all dRRM.

PHY DRRM | | CRRM MAC

1. Low quality trigger

[ 2. Check availability ]

[ 3. Distributed ]
Channel Selection

P e .

Invoke centrplized in case
of unsatisfijing solution

. Trigger centralized|

[ 5. Centralized J
Channel Selection

6a. Request

7. Scheduling & Inter-RAT
Coordination
(Licensed/ Lightly-licensed/
Unlicensed. bands)

6b. Response

8. Reconfiguration

A

Figure 4-5 : Message sequence chart for RAT/spectrum/channel selection.

Each BS is able to acquire information about the spectrum bands, channels and UEs and can choose which
band can be selected at any time either by utilizing a licensed or unlicensed channels, or by selecting the
3.5 GHz band Figure 4-6. Then, the SAS mechanism is enabled in order to provide information about the
availability of channels and to select the proper one. In addition, after utilizing a 3.5 GHz channel, the
algorithm keeps checking for any information about the channel that is given to a specific tier. In
particular, the PAL and GAA users may receive instructions to change channel (or even band if no channels
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are available) whenever a higher tier user needs to use the specific channel. Most importantly the SAS is
not a real time scheduler and this is why the proposed algorithm is needed, which provides the
appropriate efficiency and effectiveness of faster and better selection of the channels without any
consequences on the proper functioning of the system.

Figure 4-6: Map of enviroment.

As a next step we have designed an extension of the proposed solution in order to find appropriate
resources and allocate resources among the different user categories. Specifically, through our tests we
have seen that incumbent users experience higher throughputs and lower latencies than the required
ones. This may lead to worse results for the other categories (PAL and GAA). Thus, we consider a more
dynamic approach by taking into account the minimum required throughput of each user category and
particularly of the incumbent users that need to achieve a minimum throughput. In our solution we
consider that no service degradation should occur for the incumbent, priority users. To achieve this, the
algorithm uses as input the required throughput of the incumbent users and then proceeds to the
optimum allocation of Resource Blocks (RB), in order to achieve the desirable/ required throughput. When
assigning the physical resources, we consider the traffic requirements of the specific user. We acquire the
traffic requirements (i.e. throughput that the user can achieve) by determining the transmission path loss
and shadowing effects in order to assign the optimum resources. Having considered these aspects, we
implement a resource allocation algorithm where network resources are allocated in order to maximize
the overall quality of all the user categories by taking into account their requirements (e.g., required
throughput), as well as the priority of each user. In general, the proposed algorithm offers a functionality
that helps into respecting certain QoS requirements of the incumbent, priority users and at the same time
achieving better overall resource allocation in the system. Figure 4-7 provides a flowchart of the proposed
algorithm.
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4.5 Evaluation
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Figure 4-7 : Algorithm overview.

For the evaluation of the proposed algorithm, system-level simulations have been conducted. The

implementation of our solution was performed using a proprietary 5G, system-level simulation tool which
is fully developed in Java with various capabilities and has been calibrated according to the 3GPP TR 36.814
[11]. The simulator takes into account various parameters such as traffic level, available infrastructure
elements, available channels, and then runs the most fitting test cases. As a result, the Cumulative
Distribution Function (CDF) of coupling loss and downlink SINR has been checked in order to calibrate the
tool with leading vendors and operators, for example Nokia, Huawei, Orange etc. The configuration is fully
customizable so as to include various types of cells (i.e., macro and small cells). The system-level simulator
takes into account a list of particularly interesting aspects, like:
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Environment and configuration: Environment concerns aspects related to traffic (e.g. proper modeling
of 5G use cases like eMBB, mMTC etc.), anticipated load, mobility and radio conditions (e.g.
propagation models). This is triggered by the fact that different traffic characteristics may apply
depending on the specific considered use case.
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e System: System aspects include considerations relevant to network deployment (e.g. small cells and
macro cells). Spectrum aspects are considered for utilization of bands below 6 GHz and to be
expanded in mmWave as well. Abstraction of the physical/MAC layer and RRM algorithms are also
considered.

e Analytics: The simulation results are evaluated against KPI targets (e.g. in terms of throughput and
success ratio of messages). The results are analyzed and visualized in order to provide a useful insight
of the performance.

In order to evaluate the proposed algorithm in a heterogeneous system, our simulator can be
utilized with all the above aspects implemented. Different scenarios and test cases are introduced to the
simulation environment and will be further described and analyzed in detail. Additionally, we experiment
with various traffic mix situations, specifically the percentage of the different licensed users in order to
obtain an even broader knowledge of the algorithm capabilities, and overall performance for the specific
network environment that is introduced to the simulator.

Initially, our algorithm is deployed to the system-level simulator that utilizes a number of macro
and small cells at 2 GHz and 3.5 GHz bands, respectively, with a number of different channels. Specifically,
the parameters imported to the simulator are: 19 macro BS, each one with three cells and 9 small cells,
giving us a number of 171 small cells and a total of 228 macro and small cells throughout the network. In
addition, we have utilized 15 channels at 10 MHz bandwidth for every cell and 10 of them can be assigned
to the PAL users which is the 2/3 of the total channels. The Incumbent users are able to use any of the 15
channels of the system and of course are able to transmit to all of them at the same time, if needed. The
GAA users are able to use all of the available spectrum but are permitted into using only 80 MHz of the
150 MHz at each time. Thus, only 8 channels can be assigned to the GAA users of the total of 15 that are
available, but they can choose which of them will be utilized dynamically. In order to better assess our
algorithm, a number of test cases and scenarios has been created. Table 4-1 and Table 4-2 present the
parameters of the system-level simulation. It should be mentioned that the test cases in Table 4-2 are
distinguished by the number of sessions simulated per day per user. This is reflected to the overall traffic
of the network (since more sessions per day mean increased network traffic) and this leads to interesting
findings with respect to the algorithm performance as more load is introduced in the system.

Table 4-1: Simulation parameters.

Parameter Value

Macro BSs (with 3 cell each) 19

Inter-site distance 500 m

Small BSs 171

Total RAT Devices 228

Total Number of UEs 1500

File size (MByte) 15.0

Traffic model FTP download

Total Number of channels 15 (3550-3700 MHz)
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PAL Number of channels 10 (3550-3650 MHz)
GAA Number of channels 8 (3550-3700 MHz)
Incumbent:33%
Traffic Mix PAL:33%
GAA:33%
Number of resource blocks: 50 PRBs per channel
Transmission Time Interval (TTI) length : 1ms
Simulation time 30s

Table 4-2: Test cases.

Test case Sessions/day/user
23040
27360
31680
36000
40320
44640
48960

NoOou s, WNR

To evaluate the impact of our proposed algorithm we assume that incumbent users have a
recommended bandwidth for file transfer with the use of FTP protocol of 20-25 Mbit. By setting a
minimum quality level for incumbent users, the system proceeds to a better resource allocation of
spectrum to other user categories (PAL/GAA). Moreover, even though the same resources have been
utilized, meaning that no new channels or spectrum resources have been used, the proposed algorithm
has achieved a better overall result for the whole system.
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Figure 4-8 : Evaluation of different test cases ( System throughput).
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Figure 4-9 : Evaluation of different test cases (Session success ratio).

Figure 4-8 and Figure 4-9 show the impact of dynamic resource allocation between incumbent
users, PAL and GAA (referred to as ‘dynamic implementation’) compared to basic implementation (which
means that the system has fixed provisioning of resources for incumbent, PAL and GAA regardless of
demand and without taking into account required QoS by users). Based on the load of the system for the
cases 1to 7 as described in Table 4-2, it can be observed that the dynamic algorithm managed to perform
better than the basic one, at the overall throughput of the system, by making a better allocation of the
same amount of resources (spectrum). Specifically, as mentioned before, the system has a pool of 15
channels for both basic and dynamic implementations and the only aspect that changes is the QoS
provisioning for the incumbent users based on their needs. For example, when an incumbent user needs
to stream high definition video, the recommended bandwidth is about 6 Mbit per second [12] in order to
have a flawless streaming without any buffering or pauses of the video. If a user receives a much higher
value than the recommended bandwidth for the consumed content, in our dynamic approach the extra
speed (i.e. utilization of resources, RBs) can be given to other user categories.

4.6 Introduction of Machine Learning

In order to enhance the performance of the system, machine learning principles can be utilized. In
particular, the PAL and GAA users may receive instructions to change channel (or even band if no channels
are available) whenever a higher tier user wish to use the specific channel. By leveraging on the basic SAS
principles the algorithm will be able to acquire knowledge about the channels utilization and specifically,
if the band is occupied by Incumbent, PAL or GAA. In addition, band allocation, duration of usage,
recurrence of usage and even location information can be collected in order to be able to select and
change to a specific cell/channel faster and more reliably by predicting the utilization of the 3.5 GHz band
of the Incumbent and Priority Access Licenses users.

With that in mind would be possible to locate the best channel that should be utilized each time.
The information collected will be for each specific location for the algorithm to provide the CRRM and/or
DRRM with the appropriate knowledge of the system when is required. Distributed interference
management could even work as good as a centralized when the intelligent nodes are able to understand
their environment and collect information about the neighbouring cells, only by analysing the information
of their own. For example by evaluating the packet losses, modulation, throughput, SINR, etc, could be
able to determine what channels the cells in the vicinity are transmitting. Also the system would be able
to acquire information about the conditions (e.g., throughput, SINR, etc.) of the channels of current time
and most importantly at a future time. The algorithm, could determine whether a channel is good or bad,
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i.e. to be selected or not by a user, or even schedule the channels allocations for future usage. By applying
statistical learning techniques will be easier to automatically identify patterns in data that can be used to
make more accurate predictions. Machine learning can offer faster reaction times to the system in cases
of specific commands from the SAS, have to be implemented. Commands such as power control or switch
of frequency range when a higher tier appears to the network in 60 seconds will cause significant
problems. Many operators, wireless forums and companies that are pushing FCC on changing this
regulation time to 600 seconds such as Motorola Solutions and Nokia Solutions; also WinnForum [3],
Google and WISPA approve this approach. This is an important aspect of the whole system that the
proposed algorithm with the introduction of machine learning techniques could possibly solve by
predicting the appearance of a higher tier user.

4.7 Enabling Dynamic Spectrum Access

5G wireless networks are being designed to comprise and utilize Multi-Radio Access Technologies
(multi-RATs) in a highly heterogeneous environment. Making use of the existing infrastructures and
integrating the frequency bands of different wireless networks, is promising to improve the system data
rates, achieving high capacity, Quality of Service (QoS) and help meet low latency requirements. Dynamic
channel selection and band identification are challenging problems due to coexistence (of licensed, lightly-
licensed and unlicensed users) requirements. In that manner, the available nodes may have a variety of
RATs and spectrum that will be able to utilize and should be in position to do it in a reliable and optimum
way, which is referred as to extended Dynamic Spectrum Access (eDSA). The eDSA idea consists of new
interfaces and two main parts, which are the Radio Resource Manager (RRM) and the Medium Access
Control (MAC) layer offering services and mechanisms that can facilitate efficient utilization of the
available radio resources across different spectral bands using various RATs in real time.

4.7.1 Functional Framework Overview

The goal of this section is to give an overview of the system by discussing the considered protocol
stack, which is mapped onto a virtualized architecture. In order to support eDSA, the protocol stack has
to be capable of managing multiple RATs in an optimal way. represents the protocol stack developed in
the SPEED-5G project [19]. The whole system is configured and managed by an RRM entity through the
coordination interface. The RRM obijective is the maximization of the system spectral efficiency, summed
across the different available frequency bands, relying on cross RAT scheduling to efficiently aggregate
carriers for capacity boosting or traffic offloading.

In order to natively support resource aggregation on different RATs, the user plane includes a
Multi-Path-TCP layer, for scheduling TCP services over different radio bearers in parallel. These TCP paths
are embedded in different GTP tunnels in order to redirect services to one or more RATs of a cell or of
multiple cells, in order to support Coordinated Multipoint (CoMP) and virtual multi-cell Multi Input Multi
Output (MIMO) schemes. The control plane is handled by the 5G Radio Resource Control (5G-RRC)
function which manages the control procedures of the supported RATs, applying the eDSA procedures
coordinated at the cRRM level. Figure 4-10 highlights how SPEED-5G protocol stack can handle multiple
RATs at the MAC and PHY layers configured by the RRC layer, based on cRRM decisions.
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Figure 4-10: Multi-RAT protocol stack for eDSA support.

4.7.2 MAC aspects

As depicted in Figure 4-10, the MAC layer is foreseen to provide support for simultaneous
operation of multiple RATs. In order to properly handle issues related with multi-RAT operation a
decomposition of the MAC layer into two sublayers which are referred to as higher-MAC and lower-MAC
is proposed. The higher-MAC is composed of a set of functions which do not require real-time execution
and are not specific to any particular RAT. Their main aim is to coordinate and intelligently manage
underlying lower-MAC entities, applying the long-term cRRM decisions at the MAC level. When
decentralized RRM is considered higher-MAC and dRRM are collocated. As stated before, lower-MAC
includes different RAT-specific functions (for example, KPI management, channel (de)multiplexing, and
(de)framing) and functions which need to be executed in real-time, such as scheduling. In this way, the
higher-MAC can be seen as a point-of-convergence for the protocol stack dealing with the control path,
decoupled from the user plane and managing the sets of possible bearers. The introduction of higher-
MAC intended to open the way for native support of multi-connectivity, integration of innovative multiple
access techniques and use of different forms of cross-RAT spectrum and carrier-aggregation techniques
(i.e. heterogeneous resource aggregation).

The following describes a list of MAC features which are intended to allow efficient operation of
single-RAT and multi-RAT devices across different technology-specific and technology-neutral bands
(which include licensed, lightly-licensed, and unlicensed bands):

¢ Common and dedicated management of control-related traffic is required for proper operation
of cellular radio systems. In order to take advantage of multiple RATs which may operate over
different frequency bands with different licensing regimes and potentially offer different QoS,
the MAC facilitates coordination of control traffic transmission across multiple interfaces
available for transmission. Additionally, as resources allocated to control channels may
experience different levels of interference, the proposed MAC framework allows dynamic
adaptation of control channel configuration.

e Devices which support multiple RATs often have access to resources not available to single RAT
devices. In order to fully exploit the availability of these resources, the MAC framework
manages distribution of load/steering of traffic across different RATs. The traffic can be
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distributed based on various pieces of information such as channel load, traffic QoS
requirements, or retransmission status. Such a feature also facilitates a cross-RAT
spectrum/carrier aggregation as it enables user data to be simultaneously transmitted over
multiple air interfaces (in both DL and UL); this feature essentially provides similar capability as
in LTE WiFi link Aggregation (LWA) and enhance-LWA (eLWA) [20]. In addition, the proposed
MAC allows dynamic adaptation of different system parameters. This is necessary as different
frame formats or channel configurations may need to be used for optimal performance,
considering the type of traffic and channel conditions.

e Support for coexistence and ensuring fair access to a shared medium is one of the main design
principles of the MAC protocol framework. This is achieved either by implicit coordination or
explicit coordination between nodes. The implicit coordination is usually based on different
forms of sensing, duty cycle adaptation, or frame structure adaptation; whilst the explicit
coordination requires exchange of messages between nodes for the reservation and
identification of transmission opportunities. In order to enable efficient operation in scenarios
where multi-RAT capable devices will operate using shared resources, MAC is able to support
different coexistence mechanisms to coordinate coexistence functions of different RATs. For
instance, the proposed MAC design is capable of tuning sensing parameters, adapting duty
cycle, or changing MAC frame formats. In case of a multi-RAT device, the proposed MAC also
supports the use of coexistence mechanisms supported in different RATs to enhance operation
of another RAT.

e Different physical layers which operate using different waveforms (for example, Orthogonal
Frequency Division Multiplexing (OFDM), Post-LTE filtered multicarrier modulations as well as
Non-Orthogonal Multiple Access (NOMA) techniques) can all be supported by the proposed
framework. In order to fully exploit this diversity, the SPEED-5G MAC is capable of tuning
different parameters of underlying physical layers.

e Obtaining measurements is necessary for optimal allocation of resources in a wireless network.
Inclusion of a dedicated monitoring interface between cRRM, higher-MAC and Physical Layer is
proposed in order to i) enable efficient and dynamic coordination of RATs, and ii) provide
sensing and KPI/QoS measurements to cRRM, so as to feed the coarse-grained centralized
resource management, with information needed to coordinate small cell operations, over
longer time-scales.

4.7.3 Multi-Rat MAC and RRM for Dynamic Spectrum Access

Figure 4-11 depicts the functional architecture of MAC layer in more detail, highlighting the
higher-MAC and lower-MAC split. The former responsible for cell configuration, RAT coordination and
coexistence in shared spectrum and the latter dealing with RAT-specific bearer management, data
transmission and reception are also presented. In addition to the control plane and data plane, this block
diagram interestingly includes a new kind of interface which carries all the sensing and KPI reporting data,
used for both RAT coordination and eDSA enablement at cRRM, called the monitoring plane. An important
aspect of this MAC design is that control and data planes are de-coupled, having the higher-MAC only
dealing with control plane with no influence on the data plane (and allowing for independent scaling of
control resources), which is handled at the lower-MAC level. Note that the higher layers include the 5G-
RLC which handles the active logical channels carried over all the RATs supported by the small cell.
Whereas in existing systems, the traffic queues are treated as separated entities corresponding to specific
RATs (LTE, WCDMA, WiFi, etc.), this feature allows this block to expose to the cRRM (which is connected
to a 5G-RLC entity), the list of all active logical channels with the associated QoS requirements. It also
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provides the buffer statuses, needed by resource management algorithms to take decisions on how to
make an optimal use of spectrum and RAT resources for the group of small cells it has to coordinate.

The proposed design can not only support current RAN functional split options depending on the
backhaul characteristics but also a new split option at the MAC level. Additionally, the proposed design
provides sufficient flexibility to enable integration of any new RAT, any spectrum resource or new
coordination algorithms hosted at higher-MAC level without impacting the lower-MAC layer design and
entities.
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Figure 4-11: cRRM, Higher-MAC and Lower-MAC split.

The higher-MAC hosts RAT-independent functions designed to coordinate the cross RAT scheduling
of the active logical channels, as well as to facilitate the operation in shared spectrum. In the case of a
virtualized cRRM entity, the higher-MAC receives the eDSA decisions taken at cRRM level and applies
them by configuring the lower-MAC instances. In the case of non-virtualized RRM, higher-MAC and dRRM
functions can be co-located. This section deals with the description of the higher-MAC functions, depicted
in Figure 4-12. Besides the configuration entity containing the common configuration parameters related
to the cell, the UE provided by the cRRM or the OAM, higher-MAC is composed of the Sensing and
measurement management, the Inter RAT coexistence coordination and management and the Inter RAT
scheduling entities. The Inter RAT coexistence coordination and management entity is responsible for
ensuring proper coordination of transmissions on different RATs when the medium has to be shared. This
covers the following set of functions: Duty-cycle adaptation function is responsible for managing
coexistence adopting a time-domain utilization pattern approach like the CSAT operation of LTE-U [21].
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Listen-before-talk (LBT) function refers to coexistence methods based on the detection of on-going traffic
on a shared frequency resource prior to the data transmission, mandated for LTE-LAA operation [26]. It
manages the detection method (energy detection, preamble detection) and duration, and processes the
sensing results comparing them with tunable detection thresholds. Frame format function is responsible
for adapting the MAC frame structure to fit with the need of the different active bearers (e.g. uplink vs.
downlink resource ratio, TTI or slot duration modification) or to react to the changes in the channel
quality, enabling better coexistence The Contention coordination function has the role of managing the
contention processes applied on the different RATs and frequency bands; it can control and adapt the
random access schemes and resources on licensed bands or tune the contention access algorithms on
shared spectrum. Channel configuration function copes with both identifying a suitable channel in non-
licensed spectrum and forwarding the related parameters to lower-MAC (bandwidth, guard band,
transmit power control, etc.). Multiple Access (MA) function covers the configuration and adaptation of
lower-MAC components, taking advantage of orthogonal and non-orthogonal multiple access schemes
an. In the case of NOMA, this function provides default parameters to manage the different actives UEs,
given the UE localization, the QoS requirements of the active logical channels. Finally, the Sensing function
enables coordination and effective use of different sensing mechanisms as well as sequential sensing of
different bands. The parameters which can be configured by this block include sensing duration, minimum
signal detection level, and sampling rate.

Sensing & Measurement Sensing Higher MAC
measurements Reports Config. Results

management

Inter-RAT Coordination

Configuration Inter-Rat Coexistence coordination and management
UE Duty-cycle Adaptation | MA Coordination | | Contention Coordination
Configuration
Listen - before — Talk (LBT)
CELL

Control Traffic
Coordination RAT aggregation
Load Balancing

Figure 4-12: Higher-MAC functional architecture.
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Configuration | Frame Format | Inter-RAT scheduling

Channel Config.

The Inter-RAT scheduling entity is capable of making short term decisions about the mapping of
logical channels on the different RATs, depending on the load the small cell has to cope with and given
the experienced QoS on the considered RAT. It covers the RAT Aggregation function that can take the
decision of aggregating a set of lower-MAC different RATs according to the instantaneous cell loading and
interference levels. This function works in cooperation with the Load Balancing function which makes a
decision on which traffic should be steered and on which kind of spectrum band if RAT aggregation is
required. It maintains a table on the active logical channels and their associated QoS requirements. Also
in the scope of this higher-MAC entity, the Control Traffic function is responsible for steering and
coordinating transmission of control traffic. Its main aim is to facilitate transmission of control traffic of
one RAT over control channels of another RAT (this includes broadcast traffic and dedicated control
traffic).

The Sensing and Measurement management entity is responsible for feeding the monitoring plane
by collecting sensing results and measurement reports (link control KPIs) and forwarding them to the
cRRM. Itis composed of the Configuration function which sets the parameters (e.g. reported items, format
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and rate of reporting) for KPI collection and sensing reported from MAC to cRRM. The Measurement
reports and Sensing results blocks are in charge of handling the actual data pertaining respectively to KPls
from MAC (BLER, latency, jitter of the active logical channels and CQl reports) and to sensing in different
spectrum bands in which a small cell can operate. This data can be consumed locally within the higher-
MAC as inputs to algorithms for real time adaptation of traffic offloading decisions, or can be forwarded
to cRRM, feeding centralized spectrum monitoring and resource allocation modules.

The lower-MAC comprises of the different time constrained functions tied to the supported Air
interfaces, like schedulers and Transmit/Receive (TX/RX) blocks. It embeds as many instantiations of
lower-MAC entities shown in Figure 4, as the number of supported RATs. For instance, an LTE-A and a
WiFi lower-MAC instances together with a post LTE-A lower-MAC instance, which is able to operate in
licensed, lightly licensed and unlicensed spectrum can be hosted. The remainder of this subsection will
detail only the latter instance, since LTE and WiFi legacy lower-MAC both can be effectively integrated
into this MAC framework with little modifications. The lower-MAC is mainly composed of the Scheduling
coordination and TX/RX entities.

The following functions are integrated into the Scheduling Coordination block: KPI Collection
function collects and delivers different measurements and KPIs provided by the scheduler to higher-MAC
through the monitoring plane, according to the configuration set by cRRM and higher-MAC. Carrier
Configuration function applies the channel configuration according to the guidelines provided by the
higher-MAC. Discontinuous Receive (CP-DRX) function provides the dynamic allocation of resources for
common control traffic and the UE-specific control traffic. The behavior of CP-DRX can be dynamically
adapted by the Control Traffic Coordination function located in the higher-MAC. The Coexistence
Scheduler function applies the coexistence decisions taken by the higher-MAC by adapting different
coexistence mechanisms supported by the lower-MAC, such as Listen-Before-Talk (LBT). The Ctrl function
is responsible for applying changes in the scheduler configurations and policies provided by RRM while
the Logical channel manager function maintains the scheduler configurations for the active logical
channels, considering their required QoS. The Time and frequency domain scheduler function implements
algorithms and mechanisms to determine which users are served in a given transmission time interval on
set of spectral resources to these users (taking into consideration re-transmissions and QoS related
information). The HARQ (Hybrid ARQ) function provides buffers management, and management of the
layer-2 re-transmissions in both uplink and downlink. It reserves resources for re-transmissions, and
indicates whether to use the same or different resources. The RACH function is responsible for reservation
of resources for Random Access, handling contention resolution and prioritizing access requests. The
function receives and applies decisions from the RACH Coordination function of the higher-MAC which
allows for dynamic adaptation of random access strategies. The QoS function provides the QoS-aware
operation for the scheduler prioritizing users in the time (and possible frequency) domain according to
their QoS requirements in terms of latency and bandwidth. The Multiple Access (MA) function applies the
guidelines provided by higher-MAC and provides the control over the multiple access strategies of all users
in the cell during their session times, implementing a non-orthogonal multiple access (NOMA) strategy
when itis required. Finally the Frame function receives frame configuration decisions taken in higher-MAC
and provides the frame configuration to the PHY and also to the time-frequency domain scheduler. It
defines the time transmission interval, the system slots and timings, the framing aggregation in terms of
sub-frames (or slots) and defines the basic time-frequency grid for being used in the scheduler.

The high-level functions of the RRM and the interfaces to other layers and some other system
components, are shown in Figure 4-11.
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The “Admission / prioritization / steering” block makes decisions about whether to admit a new
traffic flow, what priority level it should have, and which base-station or base-stations to steer it to. The
outputs will be to label the different types of traffic so that the MAC can steer to the appropriate RAT,
and to keep a mapping between types of traffic and the available bands. Some pre-determined association
rules could be established, depending on the requirements of each specific traffic type and depending on
what spectrum bands or RATs are available. Additional criteria might be included in the traffic steering
besides QoS and requirements, such as the expected data rate or the expected coverage provided by a
specific RAT or band.

Load balancing (LB) aims at making efficient use of the limited spectrum to deal with unequal
loads in order to improve network reliability by reducing the congestion probability in hot spot areas of
cellular networks. LB algorithms may therefore trigger handover or cell reselection procedures.

The objective of the “RAT/spectrum selection and aggregation” functional block is to select a
suitable band and RAT to be used by each type of traffic. It also selects the number of channels to be used
within a band, if needed. Additionally, it may suggest, for each band, the operational configuration per
each band. If needed, it may also suggest a MAC Frame configuration. This functional block takes its
decisions based also on specific regulations inherent to each band.

The “Inter-RAT cooperation” block is aimed at improving the coexistence with other RATs in the
same band. As an example, in the 5GHz unlicensed band where the data transmission must coexist with
WiFi, this block may manage the transmission and reception of the Request-To-Send and Clear-To-Send
(RTS/CTS) control messages as well as the Network Allocation Vector (NAV), which is used for virtual
sensing.

The process of selecting the best available channel for transmission can be performed either in
RRM or MAC layer, depending on the time scale and on the available information. It can work at a finer
level of granularity than the spectrum selection. The dual blocks may interact with each other. For
instance, in the case of autonomous small cell operation, channel selection may be performed
autonomously in the MAC layer, and the results may be optionally verified by the RRM.

The Spectrum Manager is essentially a database that keeps track of the spectrum that is available
to the network operator, and also the policies and restrictions on the use of the spectrum. The KPI block
keeps a record of the target KPIs and also keeps track of current performance in terms of the KPlIs.

4.7.4 Hierarchical management of multi-RAT networks

A hierarchical management which blends distributed and centralized solutions for ultra-dense
multi-RAT and multiband networks could be beneficial in order to overcome the challenges generated in
these environments. The centralized management used as a baseline, can be expanded with distributed
management by moving management decisions related to RAT/spectrum/channel selection closer to the
node level as depicted in Figure 4-13. Thus, a centralized approach can trigger the distributed one and
vice versa as already discussed. The proposed algorithm is based on a learning technique for
RAT/spectrum/channel selection in the 3.5 GHz band for achieving better performance especially, in
dense and congested 5G environments. According to various studies [22][23][24][25] this band is deemed
suitable to boost capacity and for use by small cells with relatively limited transmission power and range.
Also, similar studies in [27][28][29][30][31][32] have elaborated on capacity expansion aspects and 5G
including usage of MIMO and mmWave. The proposed algorithm assumes availability of a pool of bands
within various licensing schemes (licensed/ unlicensed/ lightly-licensed) to fulfill certain traffic
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requirements. The proposed algorithm will initially run in a distributed manner in order to avoid the
excessive signalling overheads of centralized solutions in dense environments.

Set of nodes N

Set of spectrum bands B

Set of channels C
Set of UEs

> Choose Band be B

!

Use Licensed

b € B?
} No
Use available unlicensed No Use b; sgu; €
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Find best channel Yes

Check availability | SAS
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in Learning-based
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Continuous checking | SAS
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Available?
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Figure 4-13 : Flowchart with learning capabilities.

4.8 Evaluation of learning algorithm

For the evaluation of such concepts, system level simulations are conducted. The implementation
of our suggested solution was performed under a proprietary system-level simulation tool as discussed.
In general, test cases with variable traffic loads based on the frequency of the arrival requests to the
system. Additionally we will experiment with various traffic mix situations, specifically the percentage of
the different licensed users in order to obtain an even broader knowledge of the algorithm capabilities,
and overall performance for the specific network environment that will be introduced to the simulator.

In order to better assess our algorithm, a number of test cases and scenarios has been created.
Table 4-3 presents the simulation parameters of the system level simulation with the different loads of
the traffic expressed with a variety of request inter-arrival number per user per minute from users ranging
from 6 up to 19. Also Table 4-4 introduces two different sets for the appearance of the three tier users to
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the system. This variable was introduced to our tests in order to simulate better the presence of this
category which is responsible of creating the most challenges to the other two users.

Table 4-3: Summary of simulation parameters.
Parameter
Macro BSs (with 3 cell each)
Inter-site distance
Small BSs
Total RAT Devices
Total Number of UEs

Request inter-arrival number per user per
minute which represent cases 1-12

File size (MByte)

Traffic model

Total Number of channels

PAL Number of channels

GAA Number of channels

Number of resource blocks:
Transmission Time Interval (TTI) length :

Simulation time

Table 4-4: Considered traffic mixes for sets.

Set Incumbent
A 50%
B 10%

Value
19
500 m
285
345

58000
Exponential (6 - 19)

2.0

FTP download

15 (3550-3700 MHz)
10 (3550-3650 MHz)
8 (3550-3700 MHz)

50 PRBs per channel

Ims

60s
PAL GAA
17% 33%
30% 60%

Figure 4-14 illustrates the relative downlink throughput for (a) set A, (b) set B. Cases 1-12 are also
explained in Table 4-4. Specifically it is shown that UEs of set B have higher throughput as request inter-
arrival number per user per minute increases due to the fact that more channels are available due to less
incumbents (according to the traffic mix) compared to set A. Moreover, relative latency for (a) set A, (b)
set B which is shown in Figure 4-15 is better for set B compared to set A as request inter-arrival number

per user per minute increases.
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Relative downlink throughput for Set A
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Figure 4-14 : Relative downlink throughput for (a) set A, (b) set B.
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4.9 Conclusions

Relative latency for Set A

Incumbent Downlink Latency - Average

2000
]
e c
o 3 1500
L a
23
o 9
@ ; 1000
2
g é 500
-
o
0 —_—
1 2 3 4 5 6 7 8 9 10 11 12
Cases
= |ncumbent Downlink Latency - Average === PAL Downlink Latency - Average
GAA Downlink Latency - Average
(a)
Relative latency for Set B
2000
]
Q c
[
o = 1500
e
g3
@ 2 1000
© T
£ 2
g é 500
&g /
o
0

1 2 3 4 5 6 7 8 9 10 11 12
Cases

PAL Downlink Latency - Average

GAA Downlink Latency - Average

Figure 4-15: Relative latency for (a) set A, (b) set B.

Through this work and the evaluation, useful insights on the operation of SAS in 3.5 GHz systems
have been provided. By satisfying the required quality of certain user categories it is possible to increase
the overall performance of the system by better allocation of resources to other user categories as well.
To enhance the performance of the system, machine learning principles have be utilized as discussed. By
leveraging on the basic SAS principles, our enhanced algorithm will be able to acquire knowledge about
the channels utilization and, specifically, if the band is occupied by incumbent, PAL or GAA users. In
addition, by collecting the band allocation, duration of usage, recurrence of usage and even location
information the selection and change to a specific cell/channel is faster and more reliably by predicting
the utilization of the 3.5 GHz band of the incumbent and PAL users. With that information, it is possible
to locate the best channel that should be utilized each time. By applying statistical learning techniques it
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will be easier to automatically identify patterns in data that can be used to make more accurate
predictions.
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5 Network slicing

This chapter summarizes the main findings of the work in 5G RAN Slicing. Specifically, it covers the
work related to 5G slicing management functionality and validation. Therefore it describes the
implementation actions that have to been taken in order to support slicing functionality based on the
requirements and modeling.

5.1 Introduction

The wireless world has exhibited a huge progress over the past three decades. Currently, tremendous
resources are allocated for conceptualizing and realizing the 5th generation (5G) of wireless/mobile
communications. This push towards 5G is motivated by a combination of business requirements and of
technology trends that can efficiently boost the performance of various parts of the infrastructure. The
business requirements are to accomplish:

e Ahighervalorization of the infrastructure, through the generation of new revenue streams, which
are possible through the introduction and provision a much larger set of services compared to
today; these services have highly demanding and heterogeneous QoS (Quality of Service)
requirements;

e Drastic improvements in resource usage and therefore cost efficiency.

Services are associated with numerous verticals sectors, e.g., energy, health, media provision,
water/environment management, etc. Due to the heterogeneous QoS requirements, services are
classified with respect to aspects like: whether they involve extreme mobile broadband (eMBB), or
whether they require ultra reliable and low latency communications (URLLC) or even massive amount of
sensors and machines that need to communicate with each over (mMTC) Figure 5-1.

Figure 5-1: Overview of services and requirements (Source: 5G-PPP).

From the technology perspective, emerging trends are: the introduction of a new radio (NR) air
interface, the use of more spectrum (below and above 6 GHz), the constant shrinking of cell sizes and the
eventual elimination of cells (cell-less architecture), the “softwarization” of large parts of the
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infrastructure in conjunction with the intelligent and flexible splitting of functionality in hardware and
software, the realization of wireless infrastructures through “cloud” technologies (in order to benefit from
the merits of the cloud approach). In parallel, there are pushes to essentially advance the management
intelligence, in order to achieve a constantly agile (reactive/proactive, automated/prescriptive, fast,
reliable, trustworthy), and, therefore, more efficient system behaviour. At first, all these will lead to a
most powerful, yet complex, 5G Radio Access Network (5G RAN). In order to efficiently provide the diverse
services/QoS levels, through the complex and powerful network, the notion of slicing has been
introduced. In general terms, a slice can be seen as a logical network that relies on a subset of the physical
resources of a network. In this respect, there can be 5G RAN slicing, as well as the slicing of other
segments, in order to support the end-to-end connectivity. In this respect, a network is partitioned into a
set of slices. Each slice should be adequate for delivering a specific service. Beyond the general discussion
above, the following issues need to be meticulously addressed:

e The detailed definition of “what s a slice”, taking into account the current work done in standards,
and the delineation between RAN slices and the slicing of other segments;

e The integration of RAN slicing concepts in the context of a 5G architecture;

e The specification and development of the appropriate management functionality for 5G RAN
slices;

e The realization of activities for validating (through simulation) the 5G-RAN slice-management
functionality;

e The realization of activities for demonstration, dissemination, and, potentially, impacting
standards.

A network slice is a virtual network that’s created on top of a physical network in such a way that it
gives the illusion to the slice tenant of operating its own dedicated physical network. A network slice is a
self-contained network with its own virtual resources, topology, traffic flow and provisioning rules. In
Figure 5-2idpaAua! To apxeio npoéleuong tng avadopag dsv BpéBnke. certain layers are depicted.
Specifically, the Service Instance Layer represents the services. Each service is represented by a Service
Instance. A Network Slice Instance Layer provides the network characteristics which are required by a
Service Instance. It can be a set of network functions. Finally, the resource layer is the layer of physical
assets for computation, storage or transport including radio access. Some main characteristics of network
slice instance are provided below:

e A network slice instance may be fully or partly, logically and/or physically, isolated from another
network slice instance.

e The resources comprises of physical and logical resources.

e A Network Slice Instance may be composed of Sub-network Instances, which as a special case may
be shared by multiple network slice instances. The Network Slice Instance is defined by a Network
Slice Blueprint.

e Instance-specific policies and configurations are required when creating a Network Slice Instance.

o Network characteristics examples are ultra-low-latency, ultra-reliability etc.
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Figure 5-2: Network Slicing Concept [6].

5.1.1 Requirements from standards

The following requirements are related to slicing operations and have been documented by 3GPP
in[12][13]. The system shall allow the operator to:

Create, modify, and delete a slice

Define and update the set of services supported in the network slice

Assign a device to a network slice based on subscription, device type and services provided by the
network

Configure the information which associates a device or a service to a new slice

Assign a device to a network slice, to move a device from one network to another and to remove
a device from a network slice

Other requirements shall include also:

Enable a device to simultaneously assigned to and access services from more than one network
slice of one operator.

Support the adaptation of capacity, i.e. elasticity of capacity of a network slice.

Ensure that elasticity of capacity of one slice has no impact on services provided by other slices.
Support means by which the operator can add and remove network functions to the network such
that they can be in the network slice.

Support a mechanism to assign a device to a network slice with the needed services and
authorization or to a default network slice.
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e Trafficand services in one network slice shall have no impact on traffic and services other network

slices in the same network.

e Creation, modification and deletion of a network slice shall have no or minimal impact on traffic

and services in same network.

Moreover, as defined by 3GPP in [14], a network slice always consists of a RAN part and a CN part.
The support of network slicing relies on the principle that traffic for different slices is handled by different
protocol data unit (PDU) sessions. Network can realise the different network slices by scheduling and also
by providing different L1/L2 configurations. The UE provides assistance information for network slice
selection in RRC message, if it has been provided by NAS. While the network can support large number of
slices (hundreds), the UE need not support more than 8 slices simultaneously. Network slicing is a concept
to allow differentiated treatment depending on each customer requirements. With slicing, it is possible
for Mobile Network Operators (MNO) to consider customers as belonging to different tenant types with
each having different service requirements that govern in terms of what slice types each tenant is eligible
to use based on Service Level Agreement (SLA) and subscriptions. Furthermore the following aspects on
slice availability and support of multiple slices are being defined by 3GPP in [14]:

e Some slices may be available only in part of the network. Awareness in the NG-RAN of the slices
supported in the cells of its neighbours may be beneficial for inter-frequency mobility in
connected mode. It is assumed that the slice availability does not change within the UE’s
registration area.

e The NG-RAN and the core are responsible to handle a service request for a slice that may or may
not be available in a given area. Admission or rejection of access to a slice may depend by factors
such as support for the slice, availability of resources, support of the requested service by NG-
RAN.

e In case a UE is associated with multiple network slices simultaneously only one signalling
connection is maintained and for intra-frequency cell reselection, the UE always tries to camp on
the best cell. For inter-frequency cell reselection, dedicated priorities can be used to control the
frequency on which the UE camps.

o Slice awareness in NG-RAN is introduced at PDU session level, by indicating the S-NSSAI
corresponding to the PDU Session, in all signalling containing PDU session resource information.

e ltis the responsibility of the 5GC to validate that the UE has the rights to access a network slice.
Prior to receiving the Initial Context Setup Request message, the NG-RAN may be allowed to apply
some provisional/local policies, based on awareness of which slice the UE is requesting access to.
During the initial context setup, the NG-RAN is informed of the slice for which resources are being
requested.

e In addition, charging issues are discussed in [18], where aspects of charging for UE served by one
or more Network Slice instances are elaborated including offline and online charging.

5.1.2 Architectural aspects

Architectural aspects have been considered in [7] and [8] where entities such as slice tenant, slice
provider, slice manager are provided. In this sense, a network slicing provider (NSP), typically a
telecommunication service provider, is the owner or tenant of the network infrastructures from which
network slices are created. Also, a network slice endpoint (NSE) is a network-slice-aware terminal, typically
subscribed to the service which is hosted in a network slice instance. A network slice endpoint may be
capable of subscribing to multiple services hosted independently in different network slice instance
simultaneously. In addition, a network slice tenant (NST) is the user of specific network slice instances, in
which specific services are hosted and can be provided to NSEs. Network slice tenants can make requests
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of the creation of new network slice instances. Certain level of management capability should be exposed
to network slice tenant from network slice service provider by pre-allocated outsource management
entities. Furthermore, a network function (NF) is a processing function in a network. It includes but is not
limited to network nodes functionality, e.g. session management, mobility management, switching,
routing functions, which has defined functional behaviour and interfaces. Network functions can be
implemented as a network node on a dedicated hardware or as a virtualized software functions. Data,
Control, Management, Orchestration planes functions are Network Functions. Also, a virtual network
function (VNF) is defined as a network function whose functional software is decoupled from hardware.
One or more virtual machines running different software and processes on top of industry-standard high-
volume servers, switches and storage, or cloud computing infrastructure, and capable of implementing
network functions traditionally implemented via custom hardware appliances and middle-boxes (e.g.
router, NAT, firewall, etc.). Figure 5-3 illustrates the aforementioned entities and functions.
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Figure 5-3: Architectural aspects.

5.1.3 Network functions

The section that follows provides an overview of 5G system architecture which consists of the
following network functions (NF)[21]:

1. Authentication Server Function (AUSF)

O Supporting authentication services.

2. Access and Mobility Management Function (AMF)

o AMF supports functionality such as Registration management; Connection management;
Reachability management; Mobility Management; Access Authentication and
Authorization etc.

3. Unstructured Data Storage Function (UDSF)

o0 The UDSF is an optional function that supports the functionality of storage and retrieval

of information as unstructured data etc.
4. Network Exposure Function (NEF)

O NEF supports the following independent functionality: Exposure of capabilities and
events; Secure provision of information from external application to 3GPP network;
Translation of internal-external information etc.
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5.

10.

11.

12.

13.

14.

15.

NF Repository Function (NRF)

O NRF supports the functionality of service discovery; Maintains the NF profile of available

NF instances and their supported services etc.
Network Slice Selection Function (NSSF)

o ltis used for Selecting the set of Network Slice instances serving the UE; Determining the
Allowed NSSAI and, if needed, the mapping to the Subscribed S-NSSAls; Determining the
AMF Set to be used to serve the UE, or, based on configuration, a list of candidate AMF(s),
possibly by querying the NRF etc.

Policy Control Function (PCF)

O Supports unified policy framework to govern network behaviour; Provides policy rules to
Control Plane function(s) to enforce them; Accesses subscription information relevant for
policy decisions in a Unified Data Repository (UDR) etc.

Session Management Function (SMF)

o0 Some or all of the SMF functionalities may be supported in a single instance of a SMF
including Session Management e.g. Session establishment, modify and release, including
tunnel maintain between UPF and AN node; UE IP address allocation & management;
DHCPv4 (server and client) and DHCPv6 (server and client) functions; Charging data
collection and support of charging interfaces; Downlink Data Notification etc.

Unified Data Management (UDM)

O User Identification Handling (e.g. storage and management of SUPI for each subscriber in
the 5G system); Access authorization based on subscription data (e.g. roaming
restrictions); UE's Serving NF Registration Management etc.

Unified Data Repository (UDR)

O Supporting functionality of storage and retrieval of subscription data by the UDM; Storage
and retrieval of policy data by the PCF; Storage and retrieval of structured data for
exposure, and application data (including Packet Flow Descriptions (PFDs) for application
detection, application request information for multiple UEs), by the NEF etc.

User Plane Function (UPF)

o Supporting functionality such as anchor point for Intra-/Inter-RAT mobility (when
applicable); external PDU Session point of interconnect to Data Network; packet routing
& forwarding (e.g. support of Uplink classifier to route traffic flows to an instance of a
data network, support of Branching point to support multi-homed PDU session); packet
inspection (e.g. Application detection based on service data flow template and the
optional PFDs received from the SMF in addition) etc.

Application Function (AF)

o0 The Application Function (AF) interacts with the 3GPP Core Network in order to provide
services, for example to support application influence on traffic routing; accessing
Network Exposure Function; interacting with the Policy framework for policy control;
based on operator deployment, application Functions considered to be trusted by the
operator can be allowed to interact directly with relevant Network Functions.

5G-Equipment Identity Register (5G-EIR)

O Supports the check of the status of PEl (e.g. to check that it has not been blacklisted)

Security Edge Protection Proxy (SEPP)

O It is a non-transparent proxy and supports the functionality of message filtering and

policing on inter-PLMN control plane interfaces and topology hiding.
Location Management Function (LMF)

O The LMF functionality supports location determination for a UE; obtains downlink

location measurements or a location estimate from the UE; obtains uplink location
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measurements from the NG RAN; obtains non-UE associated assistance data from the NG
RAN.

16. Non-3GPP InterWorking Function (N3IWF)

(0]

Support of IPsec tunnel establishment with the UE: The N3IWF terminates the IKEv2/IPsec
protocols with the UE over NWu and relays over N2 the information needed to
authenticate the UE and authorize its access to the 5G Core Network; termination of N2
and N3 interfaces to 5G Core Network for control - plane and user-plane respectively;
relaying uplink and downlink control-plane NAS (N1) signalling between the UE and AMF;
handling of N2 signalling from SMF (relayed by AMF) related to PDU Sessions and QoS;
establishment of IPsec Security Association (IPsec SA) to support PDU Session traffic.

17. SMS Function (SMSF)

(¢]

The SMSF supports the following functionality to support SMS over NAS; SMS subscription
checking; SM-RP/SM-CP with the UE.

18. Network Data Analytics Function (NWDAF) [22]

(¢]

NWDAF represents operator managed network analytics logical function. NWDAF
provides slice specific network data analytics to the PCF and NSSF. NWDAF provides
network data analytics (i.e., load level information) to PCF and NSSF on a network slice
level. NSSF may use the load level information provided by NWDAF for slice selection.

5.1.4 Lifecycle of network slice instances

The provisioning of network slicing includes the four phases which are preparation, commissioning,
operation and decommissioning [20]:

Lifecycle of a Network Slice Instance

........................................ -  ececsscem

'
'
'
'
------------- ', N S .
’ Preparation : ! + Commissioning!, ' Operation \ / Decommissioning®,
’ 4+ 2 essssscscccccccccccc=s
' \ H- N ' ' ' ' M
' ' " ' H ' el . ’ '
! Design ¢ On H " ’ N ' Supervision Reporting ' ’ ' rermination
' e boarding | ! " Creation | ! o A + | De-activation |+ y | Verminatio
! ' " ' | Activation | =ceecececrezasasnes - ! '
' St i o @ oo
. " ' . .
: Network environment : :: ' ' e ’ :
'
' preparation ' " ' \ Modification ' ¢
' '

e In the preparation phase the network slice instance (NSI) does not exist. The preparation phase
includes network slice design, on-boarding, evaluation of the network slice requirements,
preparing the network environment and other necessary preparations required to be done before
the creation of an NSI.

e During the NSI lifecycle stage which include commissioning phase, operation phase and
decommissioning phase, the NSI provisioning operations include:

o

(@]
o
o
o

Create an NSI;
Activate an NSI;
De-active an NSI;
Modify an NSI;
Terminate an NSI.

The operations of the provisioning of an NSI occur during different phases of a NSI:
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e During the commissioning phase;
o Create an NSI.
o During NSI creation all resources to the NSI have been created and configured to satisfy
the network slice requirements. NSI creation may trigger NSSI(s) creation or using existing
NSSI(s) and setting up the corresponding associations.

e During the operation phase:
o Activate an NSI;
o Modify an NSI;
o De-active an NSI.

NSI activation includes any actions that make the NSI active to provide communication services. NSI
activation may trigger NSSI activation. NSI modification in operation phase could map to several
workflows, e.g. changes of NSI capacity, changes of NSI topology, NSI reconfiguration. NSI modification
can be triggered by receiving new network slice related requirements, new communication service
requirements, or the result of NSI supervision automatically. NSI modification may trigger NSSI
modification. The NSI deactivation operation may be needed before NSI modification operation and the
NSI activation operation may be needed after the NSI modification operation. NSI deactivation includes
any actions that make the NSI inactive and not providing any communication services. NSI deactivation
trigger NSSI deactivation to deactivate constituent NSSI(s) which is not used by other NSI(s). Operator may
decide to keep the NSI without termination after deactivation and reactivate it when receives new
communication service request.

e  During the decommissioning phase
o Terminate an NSI.
o NSI termination step includes any action that make the NSI doesn't exist anymore and
release resources that are not used by other NSI(s). NSI termination may trigger NSSI
termination to terminate constituent NSSI(s) which is not used by other NSI(s).

We should note that the network slicing requirements illustrate a need for centralized management
and orchestration of various network slice instances. The existing Element Managers (EM), Network
Manager (NM), and OSS/BSS do not have this capability. The figure that follows [17] presents a network
slicing management and orchestration architecture, extending the 3GPP management reference
framework with the required capabilities.

It is shown that for the realization of the missing functionalities while ensuring interworking with the
legacy operations and management systems, entities in the big rectangle box are logically placed between
the 3GPP management entities and the network infrastructure resource domains. It is proposed that
entities such as network slice manager and other functions are added to an extended 3GPP management
framework.

83



PhD Thesis

Belikaidis loannis-Prodromos

L)

Design Ordering Operations

- . 2

o | | [ Networksice |
BSS le— £ studio | | Descriptor Design
3L Deson J ‘[ Function (DDF)
S Network Slice J
& Ordering — = =
e | m Network Network
Nso-8s bed ‘ Process Engine® | |.....ccceveccnnchinnaaaand Sice SD(Q'P:ICV ...........
L J No-Nso Database Functon
g Network Slice e Q€5
S Manager (NSLM)
0SS 2 Multi-Domain Network Slice
Network Sice } + Deployment Executor - Lifecycle Management
[SROperaicns (MDDE) Function (NLF)
NM < L 2 2
L . ] l 4
It-N |
— .l
DM configuration
] data
EM - y -
vy vy , 'y
Network Infrastructure Network Infrastructure | | Network Infrastructure
Resource Domain 1 Resource Domain 2 Resource Domain N
Legend
[ comp belonging to Slice Design
] Comp ging to both N rk Slice Design and Multi-Domain Orchestrator

| Components belonging to Multi-Domain Orchestrator

Figure 5-5: Proposed Extensions of 3GPP Management Framework [17].

5.1.5 Considered use cases

Overall, the 5G community is considering the implementation of slicing concept for facilitating
various services such as mMTC, eMBB, V2X (e.g. V2V/V2I). In this context various types of devices may be
accommodated by slices such as devices with very low throughput, long sleep cycles (and latency), non-
critical (e.g. mMTC), smartphones for demanding traffic (e.g. HD/4K video etc. — eMBB), other connected
devices with continuous control and communication (e.g. URLLC), closed-loop communication systems

etc.

RAN - RB slices

Shice A
| (userl)

*

o
o Frequency/time/space
¢ Component Carrier

Infrastructure slices

! EMM( @
"0
Emss

Slice A

Physical and Virtual
Infrastructure

Spectrum slices

Figure 5-6: RB, infrastructure, spectrum slices as proposed in [9]

However, in this particular study we are focusing primarily on vehicle-to-infrastructure (V2I) related
use cases. In V21 use cases, mobility of users is a key challenge which needs to be handled accordingly in
order to ensure proper usage of slicing resources while users are moving from place A to place B. In
addition, V21! use cases can involve both eMBB and URLLC services. eMBB services can involve on-board
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infotainment and static or walking users in the street sidewalks. URLLC services can involve aspects related
to automated driving, driving safety etc. Also, 3GPP in [10] has defined some specific scenarios for slice
(re-)selection such as:

Slice (re-)selection due to mobility: This scenario can happen when the UE moves into different
service area which has connections with different network slice set. This means that the serving
access network (AN) is changed and the target AN doesn't support all deployed slices of the
network.

Slice reselection due to the network maintenance issue: A node consisting a network slice fails for
some reason (e.g. node failure, network congestion) and the network needs to change the serving
node for the UE. For example, if a serving entity has network congestion, the network may trigger
the network slice reselection for guaranteeing certain level of QoS.

UE requested service change: The UE may request to change service that the UE is receiving, which
may lead to the network slice reselection. This scenario can happen when the UE supports
multiple services and the services cannot be served without change of network slice.

As previously mentioned in this study we focus on V2| scenarios combining eMBB and URLLC (such as
road safety services). Such a scenario shall take into account:

eMBB traffic (in car);

eMBB traffic (static users in the side street);

V2l-related service for road safety (URLLC);

eMBB service can be served by a dedicated slice (e.g. more strict requirements related to
throughput);

eMBB can be provided from in car or static users in the side street
URLLC service can be served by another slice (e.g. more strict requirements related to latency).

Slice 1
Shice T SRR
(eMBB) Slice 2
Slice 2 {URELE)

Area B

eMBB
service

Figure 5-7: Considered V2| scenarios combining eMBB and URLLC slices
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Figure 5-8: Road safety services as proposed by 3GPP TR 22.885 [11].

Also, road safety services have been proposed by 3GPP in [11] and consider the following indicative
interaction between various entities:

Vehicle A and Vehicle B's UEs determine a cell which is controlled by an BS.

Vehicle A's UE triggers transmission of a V21 message periodically or based on a certain event that
happens at the vehicle, e.g. collision risk warning.

The BS receives one or more V21l messages from one or more vehicles including Vehicle A's UE.
The BS may or may not filter out some V2| messages received from some UEs.

The BS distributes a V2| message at the cell.

Vehicle B's UE monitors transmission of the V2I messages and receives the V2| message at the

cell.

Specific test cases for simulation and demonstration, with particular focus on V2| and respective
challenges, are also under consideration as outlined in the paragraphs that follow.

Certain test cases could be considered in order to check potential handover issues in
environments with mobility.

(¢]

Assuming a case in which a BS that initially does not have any vehicles (or small number)
served and at a later time there is a traffic jam in the area of the specific BS. Hence,
increased network traffic is expected and appropriate handling of increased traffic from
the system should be done.

A number of BS that do not have the required slices and need to create them which would
mean re-arrangement of resources to existing slices, changes to resources, etc.

A number of BS that do not have the required slices but they are unable to create new
slices (specific ones) and thus the traffic should be steered to another BS that has the
available capacity and can support the required slices.

Moreover, some challenges related to URLLC-related cases can be:

o

The so called problem of “Hidden node” where a node is not visible from another node,
either due to an out of range or obstacle existence between the two nodes. An increase
of transmit power of mobile nodes may not work if, for example, the reason of the hidden
node is that there is a concrete or steel wall preventing communication with other nodes,
such as buildings or even big trucks that exist on roads. There are also several software
implementations of additional protocols that essentially implement a polling or token
passing strategy. This may eliminate the hidden node problem, but at the cost of
increased latency and less maximum throughput that creates problems to our URLLC use
case where latency is of high criticality.

Roads without traffic lights or signs where the vehicles exchange information of their
speed, direction of movement, next movement decisions etc. in order to coordinate at
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junctions and create a seamless movement of traffic which could potentially be accident
free.

e Also, challenges with respect to eMBB-related cases can be that a specific eMBB slice could
provide to vehicles service with very high throughput in order to stream high quality services e.g.
video for supporting cases when vehicles entering areas that have low or non-existence signal like
tunnels, underground roads, between high-rise buildings etc.

The message sequence charts that follow (Figure 5-9), provide an indication of UE slice attach and detach.
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Figure 5-9: UE Slice Attach and Detach sequences [15].

Also, Figure 5-10 illustrates the serving of eMBB (e.g. video) and URLLC (e.g. V2X/V2I
communications) traffic services by different slices in the RAN and core and also as defined in 3GPP it
introduces a “Network slice selection function”. A slice selection function is a key element in the future
core network architecture, enabling the UE to be allocated to a proper slice. Furthermore, as it is shown
in the figure, the eMBB service is served by a different slice compared to URLLC. In the problem statement
and formulation that follows in this deliverable, we’ll show the allocation of available resources in network
slices, in order to serve in the best possible manner the needed services. Due to the importance and
criticality of URLLC (e.g. related to road safety, automated driving etc.), dedicated resources of macro cells
will be allocated to such a slice, while the remaining resources will be assigned to other slices served by
other macro and small cells. As a result, the formulation and problem solving will ensure that critical
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services are somehow prioritized (in terms of resource assignment) since service degradation is not easily
tolerable for such services.

A slice selection function is a
key element in the future core
network architecture, i

the UE to be allocated to a

proper slice
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98 Ty and Sarvce - (Cor0ts)
T

=

s W =Re s oW oL

Vatson T ;& 1 N2 (M8 VL)
-

CarUE Type L A )

el 4

Figure 5-10: Slicing operations: selection based on usage class [20][21].

5.2 Problem statement and formulation

The problem statement and formulation which is presented in this subchapter, tries to solve the
problem of the maximization of the bandwidth that is assigned — corresponding to quality levels and
different weights for diversifying the importance of components.

The following inputs have been defined:
e Set of macro cells MC
e For each macro k € MC there is capacity M
e Set of small cells SC
o For each small cell | € SC there is capacity SC|
e Set of cars/vehicles C
e For each car/vehicle i € C we have a requirement for eMBB traffic, Cr;emss, and for URLLC traffic,
Criuriic
e Set of pedestrians PED
e For eachj € PED we have pedestrian requirement pr;emss

Rules - Policies
e Car with URLLC service assigned to macro (dedicated resources)
e Car with eMBB service assigned to macro or small (residual or shared resources)
e Pedestrian with eMBB service assigned to macro or small (residual or shared resources)

Decision variables, related to car and respective services
e X : which macro serves the car/URLLC traffic; whether the URLLC traffic of car-i is served by
macro-k
e Yu:which macro serves the car/eMBB traffic; whether the eMBB traffic of car-i is served by macro-
k
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e Z;: which small serves the car/eMBB traffic; whether the eMBB traffic of car-i is served by small
cell-l

Decision variables, related to pedestrians and respective services
e Ay : which macro serves the pedestrian/eMBB traffic; whether the eMBB traffic of pedestrian-j is
served by macro-k
e Bj : which small serves the pedestrian/eMBB traffic; whether the eMBB traffic of pedestrian-j is
served by small cell-|

Objective function
max wy + Yiec Lkemc Xik * Clivrire + W2 * Ziec Zkemc Yik * CTiemps +
W3* Yiec Liesc Zit * CTiemps + Wa * Xjepep 2kemc Ajk * PTjemes +

Ws * X jepep Miesc Bji - PTjempe

where w;> w, > wi > w, > w;
e Maximization of the bandwidth that is assigned — corresponding to quality levels
e Different weights for diversifying the importance of components

Explanation of objective function

Ziec ZkEMC Xik * CTi urLLC Sum of each macro k € MC serving each cari € C
' which requests URLLC traffic (requirement Cr; uriic)
Sum of each macro k € MC serving each cari € C

Yiec Zkemc Yik * CliempB
! which requests eMBB traffic (requirement Cr;enss)

Z' CZ[ESC Zi1 - CTiomBB Sum of each small | € SC serving each car i € C
L€ € which requests eMBB traffic (requirement Cr;enss)
ZjePED ZkeMc Ajk * DY) emBB Sum of each macro k € MC serving each

pedestrian j € PED which requests eMBB traffic
(requirement pr;enss)
DY Sum of each small / € SC serving each pedestrian j
X Yiesc Bji * PTjemsB _ . .
JERED J )€ € PED which requests eMBB traffic (requirement
Prjenmss)
Constraints

Constraint which shows that capacity of macro cell
i Xik * Criyrrre < My . pacty o mact

k should be respected; total URLLC traffic assigned

to macro k should be below the capacity M

resy = My — X Xix * CriyrLLc Constraint which shows the residual resources of
macro cell k

Zk Xik =1 Constraint which shows that car/URLLC traffic is
definitely served; which URLLC traffic i is served by
macro cell k

Zk Yik + ZlZil <1 Constraint which shows that car/eMBB traffic is

allocated either in macro, either small or nowhere;
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if possible eMBB traffic of cars should be served

Zk Ajk + ZL le <1 Constraint which shows that pedestrian/eMBB
traffic is allocated either in macro, either small or
nowhere; if possible eMBB traffic of pedestrians
should be served

YiZi- CTiemae + Zj le “D¥jemBe < SC, Constraint which shows that capacity of small cell
I should be respected

i Yik - Cliempp + Zj Ajy - PTjempp S Tesy  Constraint which shows that total eMBB traffic
should not exceed the residual resources; total
eMBB traffic assigned to macro k should be below
the capacity resi

5.3 Considered scenario and solution algorithm

For the purposes of the study a scenario comprising moving vehicles and users has been considered.
Through such a scenario it is possible to show the impact of decisions to both URLLC and eMBB slices due
to the fact that for vehicle commands, URLLC slices are of ultimate importance, while for
passengers/pedestrians the usage of eMBB slices are utilized for transmission of content etc. Allocation
of resources is initially prioritized for URLLC slice and the remaining resources are allocated to eMBB slices
which may serve video traffic, browsing etc.

Figure 5-11: Considered scenario overview.

Moreover, the scenario, for proof-of-concept purposes and evaluation of resource allocation
decisions made, takes into account the following phase of execution:

e |nitialization: initial allocation of resources is made in URLLC and eMBB slices for accommodating
traffic demand.

e URLLC trdffic increase: An increase is triggered in order to assess that URLLC latency can respect the
SLA constrains despite the fact that a significant amount of URLLC sessions are requested, due to
preemption of resources from other non-critical slices.

e eMBB traffic increase: URLLC sessions are reduced to initial lower level, while eMBB traffic is
increasing. In this case, either the eMBB is degraded or more resources will be made available to slices
in order to avoid degradation of eMBB (or other slices).
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5.3.1 Dynamic Resource Allocation

Based on the scenario that is already presented the dynamic resource allocation between the slices
has been taken into account. For example at a football stadium Figure 5-12 where many people are
gathered to see the match they intensively use eMBB application for uploading photos or watching videos
from social media. At the other hand a limited use of URLLC is present at the same time, so the slices will
be configure in a way to provide the quality that is needed in this situation.

URLLC

Figure 5-12: eMBB Traffic.

In highway scenarios or in cases where traffic is high at a specific area Figure 5-13, multiple vehicles
will be served by a cell utilizing mainly URLLC services. In cases of platooning and/or high traffic conditions
critical messages about road, car and traffic status will be exchanged. Also, eMBB services (e.g. video
watched by passengers) can be provided by respective slice.

eMBB

Figure 5-13: URLLC Traffic
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The resources can change over time to handle different scenarios and situations whenever a specific
traffic is in demand. The system will always have a minimum resource allocated to one of those two slices
that we have in our scenario. As it can be seen at Figure 5-14 the resources can change from minimum to
maximum in either way, but always the URLLC slice has the priority for acquiring the resources that it
needs. Also, each network slice has no or minimal impact on traffic and services to the other slice at the
same network.

Minimum Maximum

resources per slice resources per slice
URLLC eMBB

URLLC

Figure 5-14: Resources per slice.

5.4 Solution algorithm

In addition, the following algorithm, which is represented in the flowchart of Figure 5-15 has been
created in order to solve the problem of resource allocation to slices.

Input:
Set of macro cells MC where for each macro k € MC there is capacity My; set of small cells SC where

for each small cell | € SC there is capacity SC;; set of vehicles C where for each vehicle i € C we have a
requirement for eMBB traffic, Cr;emss, and for URLLC traffic, Cr;uriic; set of pedestrians PED where for each
j € PED we have pedestrian requirement pr;.mss; set of slices SL and a set of resources RB open to various
optimization algorithms.

Process:

Each time a new event request is generated, the algorithm checks whether resources are available
or not. If resources are available, then they are assigned to the request and the algorithm reiterates for
the next event. If are not available, then the algorithm will select the slice from which preemption of
resources can happen (selections should minimize the impact on SLAs, in conjunction with the
achievement of fairness) and if this is still not possible, then an allocation re-computation will be made
for redistributing “existing” resources to slices (e.g., through reinforcement learning) or obtain additional
resources.

Output:
Each resource rb € RB is allocated to different slices {sl, sl,,...} € SL.

92



PhD Thesis Belikaidis loannis-Prodromos

* Set of macro cells MC

* Set of small cells SC

* Set of vehicles C

* Set of pedestrians PED

* Set of slices

* Resource allocation to slices
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Assign and register
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Figure 5-15: Algorithm flowchart.

5.5 Implementation aspects

5G is poised to support a set of ambitious use cases. For instance, use case families in NGMN include
broadband access in dense areas and everywhere (eMBB), massive Internet of Things and machine-type
communications (mMMTC) as well as ultra-reliable communications (URLLC). For the needed
representation/ modeling of such aspects, environment models shall take into account area aspects,
traffic, mobility and propagation models depending on the considered area (e.g. urban etc.). 3GPP has
defined various traffic models [3][4].

Traffic models:

In this study the focus in on URLLC and eMBB traffic. For URLLC the following assumptions are used [2]:

e Traffic model based on Beta distribution (a = 3, B= 4 within [0,10] seconds, measured from the time
of event occurrence)

e Bursts of small packets (up to 200 bytes) are sent between traffic source and UE. The inter-arrival time
of the packets may be not constant. The average bit rate in the long term could be small.

e Packet transmission periodicity: 140 km/h: 100ms; 70 km/h: 200ms

"/ b

0.0 0.2 0.4 0.6 08 1.0

Figure 5-16: PDF for Beta distribution (a=3, B=4).

For eMBB (FTP model 1) the following assumptions are used:
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e Filesize S: 2MB (16Mbit)

e User arrival rate A=offered traffic/S

e Offered traffic=[2, 4, 6, 8, 10] Mbps

e Possible range of A: [0.125, 0.25, 0.375, 0.5, 0.625] users/second
e Meantime: [8, 4, 2.6, 2, 1.6]seconds

e Drop file time: 32 seconds

A
Per cell

traffic User A UserB UserC

' Time till next I LD
generation
Figure 5-17: Packet generation in FTP model 1.
For eMBB (FTP model 2) the following assumptions are used:
e File size S: 0.5MB (4Mbit)
e Exponential Distribution for file arrival rate A=0.2 (files/sec)
e Mean time: 5 seconds
e Number of Users, K: [2, 5, 8, 10, 14, ...] per cell
e Drop file time: 8 seconds
Per user .
traffic File A File B File C File D
| “—l Time
Time till next Dropped
generation time

Figure 5-18: Packet generation in FTP model 2.

For eMBB (FTP model 3) the following assumptions are used:
e File size S: 0.5MB (4Mbit)
e Poisson Distribution for file arrival rate with A =0.2 (files/sec)
e Mean time: 5 seconds
e Number of Users, K: [2, 5, 8, 10, 14, ...] per cell
e Drop file time: 8 seconds
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A
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traffic File A File B File C

I - - 1 Time
Time fill next
generation
Figure 5-19: Packet generation in FTP model 3.
The table that follows (Table 5-1) summarizes the considered traffic models.
Table 5-1: Traffic models overview.
Service type Traffic model
eMBB FTP Model 1 (TR36.814): Poisson distributed with

user’s arrival rate A
FTP Model 2 (TR36.814): Packets arrive
exponentially
FTP Model 3 (TR36.889): Packets for the same UE
arrive according to a Poisson process with arrival
rate A

URLLC TR37.868: Small packets, bursty, Beta distribution
(a=3, p=4)

The types of mobility models used:

e Random Walk: According to this model each UE changes its speed and direction at each time
interval. The default value of time interval is 1s, while these values can be configured from the
simulator’s graphical interface. For every time interval, the direction is chosen from (0, 2mt], while
speed follows a uniform or Gaussian distribution from [0, Vmax].

e Linear Motion: Each UE choose randomly a direction and moves along it, with a constant speed.
UE continues to move in this direction even if it reaches the cell boundaries (wrap-around model).

e Random Direction: Each UE choose randomly a direction and moves along it, with a constant
speed, until it reaches the boundary of the cell. Then UE chooses another direction to travel and
moves with the same speed until it reaches the boundary of the cell again.

5.6 Evaluation

For performance evaluation of the defined scenarios, system-level simulations were conducted. The
system-level simulator has been calibrated according to the 3GPP specifications. The simulator takes into
account various parameters such as traffic level, available infrastructure elements, available channels and
evaluates the various test cases. The calibration state of the simulator has been checked against the
reference results of the 3GPP LTE calibration campaign (3GPP TR 36.814). As a result, the Cumulative
Distribution Function (CDF) of coupling loss and downlink SINR have been checked in order to calibrate
the tool with leading operators and vendors. The configuration is fully customizable so as to include
various types of cells (i.e., macro and small cells). Specifically, it is possible to customize aspects related
to the size of simulator playground; the area type (e.g., Dense Urban etc.); the number and position of
macro base stations and their inter-site distances (ISDs); the number and position of small cells per macro
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base station; the number and position of end-user devices in the playground; the mobility of the end-user
devices; the number of available channels and much more.

Ly

-

a6 - (& % A ,.
Figure 5-20: Considered topology.

Figure 5-20 demonstrates the topology of the simulation environment that has been developed for
the evaluation of our proposed algorithm. The environment consists of macro and small cells shown as
hexagonal tiles where vehicles and pedestrians are moving. Additionally, a grid of roads is also seen with
3 vertical and 3 horizontal roads that the vehicles inside these areas are moving in a straight line with
freeway speeds. Summarized in Table 5-2 are the experimentation parameters used in our simulation for
the performance evaluation of the proposed algorithm.

Table 5-2: Simulation parameters.

Parameter Value

Macro BSs (with 3 cell each) 19

Inter-site distance 500 m

Small BSs 57

Total RAT Devices 114

Total Number of UEs 1500
Pedestrians & Passengers 500

Vehicles 1000

FTP file sizes 512-2048 Kbytes
URLLC file sizes 20 - 200bytes
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Total Resources per cell 8 channels of 10MHz
Number of resource blocks 50 PRBs per channel
Simulation time 60s

Table 5-3 summarizes the considered evaluation cases. There we can see that different traffic
demand for URLLC and eMBB can result to different actions taken from the algorithm. Also the duration
of traffic demand is also considered. Usually the algorithms only does some small fixes to the system
resources, but when for example the traffic demand is high for both the URLLC and eMBB services then
the system needs to go a step further and not only preempt resources or reassign them to different slices,
but to acquire extra resources from licensed or even unlicensed frequencies that are available in the area
and can be used by the users.

Table 5-3: Considered evaluation cases.

Cases URLLC eMBB Actions

Traffic Demand Duration of Demand Traffic Demand
1 Low Small Low None
2 Low Small High Preempt eMBB
3 Low Large Low None
4 Low Large High None
5 High Small Low Preempt URLLC
6 High Large Low Reassign resources
7 High Large High More resources
8 High Small High Preempt eMBB
5.6.1 Results on slicing preemption

The subsection that follows shows the impact of URLLC traffic increase as well as eMBB file size
increase. Specifically, Figure 5-21a and b, illustrate the impact of URLLC traffic increase (cases 5 and 6 in
Table 5-3) in URLLC and eMBB usage percentage respectively. It is shown that as URLLC traffic increases,
there is a small impact to eMBB usage percentage, which on the one hand decreases but on the other
hand the decrease is not very large.
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Figure 5-21: Impact of URLLC traffic increase (cases 5 and 6) in (a) URLLC usage percentage, in (b) eMBB
usage percentage.

Similarly, Figure 5-22 a and b, illustrate the impact of URLLC and eMBB traffic increase (cases 7 and
8 in Table 5-3) in URLLC and eMBB usage percentage respectively. It is shown that as URLLC traffic
increases, there is also a small impact to eMBB usage percentage. However, the impact is greater when
eMBB traffic increases.
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Figure 5-22: Impact of URLLC and eMBB traffic increase (cases 7 and 8) in (a) URLLC usage percentage, in
(b) eMBB usage percentage.
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Finally, Figure 5-23 a and b, illustrate the impact of eMBB traffic increase (cases 2 and 4 in Table 5-3)
in URLLC and eMBB usage percentage respectively. It is shown that as eMBB traffic increases, there is a
small impact to URLLC usage percentage.
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Figure 5-23: Impact of eMBB traffic increase (cases 2 and 4) in (a) URLLC usage percentage, in (b) eMBB
usage percentage.

5.6.2 Results on mobility and packet size impact

The impact of our algorithm is also assesed in cases of URLLC traffic increase with different URLLC
packet sizes such as 32, 50, 200 bytes and this time the users are moving inside our simulated playground
in different speed levels ranging from 70 to 250km/h. By combining these test cases, we can evaluate the
mobility aspects in combinations with various file sizes in order to provide a better view on the slices when
are deloyed in a high and constantly changing environment. Either at highways or at urban streets
congestions may appear due to mobility of the cars to a specific cell, thus resource outage and high traffic
demand should be handled.

99



PhD Thesis Belikaidis loannis-Prodromos

Table 5-4: Simulation parameters.

Parameter Value

Macro base stations 19 3-sectorized (57 macro)
ISD 500 m

Small cells 57

Simulation time 60 s

eMBB packet size 2048 (KB)

eMBB users 500

URLLC packet size 32, 50, 200 (bytes)

URLLC users 1000

Vehicle speeds 70, 140, 200, 250 km/h

URLLC usage percentage is illustrated in
Figure 5-24a for increasing number of packets per second ranging from 1157 to 10417 and increasing size
of files ranging from 32 to 200b. As anticipated the impact of URLLC usage percentage (usage of RBs) is
higher when larger URLLC files are utilized. For eMBB, the usage percentage is shown in
Figure 5-24b for the same number of packets and file sizes as tested for the URLLC cases.
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Figure 5-24: (a) URLLC usage percentage and (b) eMBB usage percentage for various packets per second
and file sizes.

Figure 5-25(a)-(d), illustrate the outcome of the mobility in our scenarios. Success rate and latency is
measured for all the cases. The time that a packet trasmittion is considered as successful is proportional
to the size of the file. Figure 5-25(a) present the impact to URLLC latency for moving speeds of 70km/h. In
general, latency is higher as the URLLC file size increases from 32 bytes to 200 bytes. Similar behaviour is
shown in cases (b)-(d) with speeds of 140km/h, 200km/h and 250km/h respectively.
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Figure 5-25: Latency for various values of URLLC packets per second and file sizes for different vehicles
speed (grouped by moving speeds) (a) 70km/h, (b) 140km/h, (c) 200km/h, (d) 250km/h.

Figure 5-26 (a)-(d) illustrate the success rate for various values of URLLC packets per second and
different file sizes which are grouped by speed levels ranging from 70km/h up to 250km/h. Specifically,
the success rate is the number of the transmitted packets that have been successfully received from the
user or the cell depending on the direction of transmission either downlink or uplink divided by the total
transmitted packets (successful and dropped). It is shown that the success rate is better in lower speeds
(e.g. Figure 5-26 (a)) compared to higher moving speeds of UEs.

99.3

)

o
°
~

99.1

uccess Rate (%)
®
o 8

3
© w
® ®
~ o«

10417 8102 5787 3472 1157
URLLC pkt/s

98.6

® URLLC 200b- 70kph

Moving speed: 70km/h
(a)

®URLLC S0b- 70kph ~ ®URLLC 32b- 70kph

101

Success Rate (%)

99.1

9
98.9
98.8
98.7
98.6
98.5
98.4
983
98.2
98.1

10417 8102 5787 3472 1157
URLLC pkt/s

B URLLC 200b- 140kph

Moving speed: 140km/h
(b)

W URLLC S0b- 140kph  ® URLLC 32b- 140kph



PhD Thesis Belikaidis loannis-Prodromos

9 9
98.8
98.6

® 984
984 98.2
98.2
98
97.8 : '
97.6 c I
97

97.4

©
N oo
o ®

Success Rate (%)
~

Success Rate

IS

~
~N

10417 8102 5787 3472 1157 10417 8102 5787 3472 1157
URLLC pkt/s URLLC pkt/s
& URLLC 200b- 200kph = URLLC SOb- 200kph = URLLC 32b- 200kph ® URLLC 200b- 250kph = URLLC S0b- 250kph ® URLLC 32b- 250kph
. .
Moving speed: 200km/h Moving speed: 250km/h
(c) (d)

Figure 5-26: Success rate for various values of URLLC packets per second and file sizes for different
vehicles speed (grouped by moving speed).

Figure 5-27 illustrates the latency of URLLC packets for various values of URLLC packets per second
and different file sizes which are grouped by URLLC file sizes ranging from 32 bytes to 200 bytes. It is
shown that the latency is better in lower file sizes and lower speeds compared to higher moving speeds
of UEs.
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Figure 5-27: Latency for various values of URLLC packets per second and file sizes for different vehicles
speed (grouped by file sizes).

Figure 5-28 illustrates the success rate of URLLC packets for various values of URLLC packets per
second and different file sizes which are grouped by URLLC file sizes ranging from 32 bytes to 200 bytes.
Overall, it is shown that the success rate is better in lower file sizes and lower speeds compared to higher
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moving speeds of UEs. However, decrease of success rate is not very large in in higher speeds (e.g. we
may see a decrease of success rate from 99% to 97.5%). As a result, the provided services are not degraded

a lot, even in a moving environment.
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Figure 5-28: Success rate for various values of URLLC packets per second and file sizes for different
vehicles speed (grouped by file sizes).

5.7 Benefits and Conclusion

The algorithm which is presented in this chapter, tries to solve the problems that are created when

various slices with different traffic services are utilized in the same network. For evaluating the
performance of the proposed algorithm and all the requirements that have been indicated by 3GPP in
order to utilize the network slicing aspects, exhaustive simulations have been conducted.
To efficiently investigate all the situations of making use of the slices in a real environment, multiple case
scenarios had to be created. In this work, co-existence of URLLC and eMBB traffic is considered to evaluate
the impact of traffic increase (either eMBB or URLLC, and both) to the overall network performance. With
this in mind, the network slicing concept has been identified for scenarios where different traffic is
demanded simultaneously by users. In addition, various file sizes and user movement that ranges from
low to high speeds that the users may have in real life, have been included in simulations. The network
slices need to be handled by the system in respect to user latency, throughput and other metrics that are
specified in the SLAs. Service quality must be monitored and the algorithm should be able to make all the
appropriate changes, such as preemption, reassignment of resources or even to make available extra
resources in the problematic area. In this respect, the algorithm that is proposed has been design for
creating and deciding on the dynamic resource allocation of network slices which reconfigures and adjusts
the slices to provide appropriate QoS levels towards mobile client nodes.

A full range of tests that have been donned in order to evaluate all the scenarios and use cases for
the use of two or three network slices were presented. The results shows that prioritizing the URLLC
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services and thus providing the appropriate resources to the slices that support this service, the system
does not misbehave and also the users are not affected from the changes that happen to other slices in
the same network. Slice isolation has been achieved even in high mobility situations or extreme URLLC
use cases where the traffic demand is increased in higher that normal values for our testing purposes.
Overall, in terms of usage of resources between URLLC and eMBB it seems that the impact is not very
high, hence critical URLLC traffic can be adequately served by dedicated slices, while the rest of traffic is
handled by eMBB slices.

With network slicing, operators can allocate the appropriate amount of network resources to a
specific slice providing high availability, a specified latency, data rate and also security. At the same time,
a different network slice could be offered to provide high throughput, and good levels of latency without
any problems as traffic demand changes to either of the services proving the isolation and QoS levels at
the same time.
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6 Sharing and allocation of resources for new 5G services (URRLC,
eMBB, mMTC)

Heterogeneous networks constitute a promising solution to the emerging challenges of 5G networks.
According to the specific network architecture, a macro-cell base station (MBS) shares the same spectral
resources with a number of small cell base stations (SBSs), resulting in increased co-channel interference
(CClI). The efficient management of CCl has been studied extensively in the literature and various dynamic
channel assignment (DCA) schemes have been proposed. However, the majority of these schemes
consider a uniform approach for the users without taking into account the different quality requirements
of each application, such as ultra reliable communication, extended mobile broadband and massive
machine type communications. In this work, we propose an algorithm for enabling Dynamic Channel
Assignment in the 5G era that receives information about the interference and QoS levels and dynamically
assigns the best channel taking into account the requirements of the users. This algorithm is compared to
state-of-the-art channel assignment algorithm. Results show an increase of performance in terms of
throughput and air interface latency. Finally, potential challenges and way forward are also discussed.

6.1 Introduction

5G is characterized by the challenges of rapid growth in mobile connections and traffic volume [1], [2].
To address these challenges, the European project SPEED-5G (standing for quality of Service Provision and
capacity Expansion through Extended-DSA for 5G) focuses on the efficient exploitation of wireless
technologies so as to provide higher capacity along with the ultra-densification of cellular technology [3].
Under the framework of SPEED-5G, novel techniques for optimizing spectrum utilization will be
developed, following three main dimensions: i) ultra-densification through small cells, ii) load balancing
across available spectrum and iii) exploitation of resources across different technologies. Considering the
specific three dimensional model, which is referred to as extended-Dynamic Spectrum Allocation (eDSA),
different spectrum bands and technologies can be jointly managed so as to improve the users’ Quality of
Experience (QoE). Hence, the ultimate goal of SPEED-5G boils down to the development of a dynamic
radio resource management framework, including mechanisms for interference control, coexistence of

Figure 6-1: Broadband wireless scenario of SPEED-5G.

heterogeneous networks, management of spectral resources in lightly-licensed bands and other smart
resource allocation schemes. It is worth mentioning that this work is an extended version of the work
published by the authors in [17]-[18].

One of the main scenarios addressed in SPEED-5G is the case of heterogeneous networks where a
massive deployment of small cells is put into place to deliver a uniform broadband experience to the users,

105



PhD Thesis Belikaidis loannis-Prodromos

considering applications with different QoS requirements, such as high resolution multimedia streaming,
gaming, video calling, and cloud services. A significant challenge in these networks is the efficient
management of co-channel interference (CCl) that occurs due to proximity among the SBSs. Hence, given
that the same channels are reused among SBSs due to the scarce spectral resources, CCl constitutes an
important restrictive factor for the network performance.

To confront this challenge, dynamic channel assignment (DCA) techniques have been proposed in the
literature, either considering a centralized approach [4] or a distributed one [5]. In particular, in [4], a
centralized DCA technique considering a heterogeneous network that consists of small cells and macro
cells is investigated based on the graph approach. It should be noted that the centralized approaches have
several advantages in terms of performance. Nevertheless, the high computational complexity renders
them inappropriate for the case of a heterogeneous network with a massive number of small cells.
Therefore, distributed DCA techniques have gained the interest of many researchers as a solution that can
be applied in future wireless networks. An interesting approach of a distributed adaptive channel
allocation scheme known as channel segregation has been proposed in [6], to improve the spectrum
efficiency in cellular networks. According to this approach, each cell creates a priority table with the
available channels and tries to use the channels with the highest priority. Using this technique, an efficient
stable channel re-use pattern is formed and the system performance is ameliorated. Due to the inherent
advantages of this method, various DCA mechanisms based on channel segregation have been proposed
by the research community [7]-[9]. However, the majority of the DCA schemes in the literature consider
that the SBSs do not differentiate between traffic requests from user equipment (UE) applications, even
if the applications do not have the same priority from the user point of view. Considering that in 5G
networks, the traffic will range from high data rates to machine type traffic, covering a variety of different
applications, there is an emerging need for DCA schemes that provide differentiated QoS to each user,
coping with the changing network conditions and the time-varying CCl. Based on this remark and the work
presented in [7], we study a modified distributed channel segregation mechanism that takes into account
the CCl and the QoS characteristics of the users. The proposed Interference and QoS aware channel
segregation based DCA (IQ-CS-DCA) can be employed in order to use the spectral resources efficiently and
at the same time prioritize the users with delay-constrained applications (such as video streaming).

The rest of the chapter is organized as follows. In Section I, a brief description of the scenarios
considered is given, focusing on the scenario of interest. Section Il summarizes the previous work in this
research area and Section IV presents an algorithmic description of the proposed 1Q-CS-DCA mechanism.
Finally, Section V discusses the challenges that should be addressed in the mechanism and some future
work whereas Section V concludes the chapter.

6.2 Scenarios description

Mainly investigate scenarios where capacity demands are the highest and where eDSA will exploit
efficiently the co-existence of different technologies. More specifically, the selected scenarios are the
following:

e  Massive loT (Internet of Things): this scenario refers to the “low-end loT” and covers devices with
sporadic and delay-tolerant traffic, mainly composed of short packets. Among others, this category
typically includes wearable devices, smart meters, home automation devices, healthcare, non-critical
smart cities sensors and wireless sensor networks for environmental monitoring.

e  Ultra-reliable communications: this scenario refers to a network that supports services with extreme
requirements on availability and reliability. Particularly, it is envisioned to have new applications
based on M2M (machine-to-machine) and loT communication with real-time constraints, enabling
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new functionalities for traffic safety, traffic efficiency or mission-critical control for industrial and
military applications.

e  Broadband wireless: this use case constitutes the scenario of interest and it focuses on a mixture of
domestic, enterprise and public access outdoor and indoor environments located in a densely
populated urban area (see Figure 1). In this case, a large number of small cells co-exist within a macro-
cell offering an improved communication experience to the users.

In order to meet the 5G requirements, which characterize the specific use case, we propose a DCA
mechanism for the efficient usage of the available spectrum, driven by the coordination of the CCl and
the users’ QoS requirements.

6.3 Related Work

The concept of heterogeneous networks focuses on the improvement of spectral efficiency per unit
area using a diverse set of base stations (BS), in a mix of macro cells and small cells. As highlighted in the
introduction section, one of the main problems in these networks is the efficient management of CCl
between the different cells to enhance the network performance. Towards this direction, one promising
category of DCA mechanisms, which has been recently studied in the literature, refers to the channel
segregation based DCA (CS-DCA) mechanisms [8].

One of the first approaches of channel segregation appears in [6]. In this work, each BS acquires its
favorite channel independently, through learning from statistical data. As a result, the process of channel
re-use is self-organized, leading to an amelioration of spectrum efficiency. In the simulation results, the
proposed mechanism is compared with a system without segregation and the performance improvement
in terms of blocking probability and channel utilization is demonstrated.

In [7], the authors modify the previous CS-DCA mechanism for application to Distributed Antenna
Networks (DANs). According to the modified scheme, known as interference-aware CS-DCA (IACS-DCA),
the average CCl is computed for the available channels and a CCl table attached to each antenna is created
with the first channel to have the lowest CCl value. Hence, before a transmission attempt, the user selects
the closest distributed antenna and the first channel of the corresponding table is assigned to him. In the
simulation analysis, the performance improvement due to the existence of DAN is confirmed.
Furthermore, the superiority of the proposed algorithm compared to a fixed channel allocation (FCA)
mechanism is proven. Based on this mechanism, the authors in [9] examine several metrics such as the
autocorrelation function, the fairness index of channel reuse pattern and the minimum co-channel
distance among the BSs. From their analysis, it can be seen that the proposed scheme forms a CCl
minimized channel reuse pattern that ameliorates the signal-to-interference ratio (SIR) compared to other
channel assignments schemes.

Taking into account the increasing number of wireless terminals, the authors in [9] propose a
modification of the IACS-DCA, named as ‘multi-group IACS-DCA’. According to this mechanism, the
available channels are divided into multiple groups and the initial IACS-DCA is applied to each channel
group. As they highlight in their simulation analysis, the specific mechanism results not only in a more
stable reuse pattern in case of multiple users but also in amelioration of the SIR compared to the single-
group IACS-DCA scheme.

An energy- efficient approach of the IACS-DCA scheme is presented in [11]. In this work, the use of a
transmission power control scheme in combination with IACS-DCA is studied and the stability of the
channel reuse patter is verified. From the simulations analysis, some indicative positive results for the
transmission power reduction are presented. A similar energy-efficient approach is also proposed by the
authors in [12]. In their work, they propose a modified approach of IACS—-DCA mechanism in combination
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with a learning game-theoretic algorithm for the BS sleep process. The performance of the proposed
mechanism is investigated through simulation and its superiority in terms of energy and spectral efficiency
is proven.

6.4 Algorithmic Approach for RRM/MAC

In this section, we describe the proposed IQ-CS-DCA mechanism that is based on the IACS—-DCA
mechanism presented in [7]. At first, we present an abstract formulation of the considered optimization
problem whereas in the second subsection a more algorithmic approach of the proposed mechanism is
given.

6.4.1 Abstract form of the Optimization Problem

In our approach, we consider the scenario of a heterogeneous network with one macro-cell and
multiple small-cells, similar to Figure 6-2.

B & ()

L r SBS
. SBS 4 g = SR
~—_ = & mes UEqos 8
/"/.-- ----(( ,-)_.- ‘ % @
( & A E|
b SBS > UEqes 4
B = UEQDS_C

Figure 6-2: Heterogeneous Network scenario.

Considering the network elements, an abstract formulation of the studied resource allocation problem
can be given as follows:

Given:

e The large number of SBSs

e The diverse QoS requirements of the UEs

e The time-varying network conditions (due to various traffic characteristics, changing propagation
environment, power control etc.)

e The limited number of spectrum channels

e An efficient association of UEs to SBSs
e An efficient channel assighment to UEs

e To maximize the spectral-efficiency (via an adequate re-use channel pattern)
e To satisfy the communication quality of the UEs
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6.4.2

High level Description of 1Q-CS-DCA Mechanism

The proposed mechanism can be divided in five main steps. The following flowchart in Figure 6-3
summarizes the /Q-CS-DCA mechanism and each phase is briefly described.

Initialization Phase: During this phase, each SBS chooses randomly a channel from the pool of
available channels and broadcasts a beacon signal on this channel.

Measurement Phase: Each SBS measures periodically the instantaneous beacon signal power on
each of the available channels for a specific time duration. The received power can be computed
considering both path loss and fading phenomena for a more complete analysis of the radio
propagation environment.

Creation of channel priority table: Each SBS creates the channel priority table based on average CCI
power levels. In this step, the average CCl power can be computed either by using the first-ordering
filtering similar to [7] or by using other learning/average mechanisms that use past CCl
measurements and result in a stable assignment. The channel with the lowest CCl appears first in
the priority table and the other channels with descending order of CCl follow.

UEs-SBS Association: During this phase, each UE associates with a SBS depending on various
metrics (e.g. the highest receive signal strength indicator (RSSI), the load due to other UEs
associated with this SBS etc.).

Collection of requests: Each SBS collects the channel requests from the UEs.

Creation of User QoS requirement priority tables: UEs are prioritized depending on their
application priority and the SBSs divides its priority table into multiple tables (depending on the
number of UEs/applications). The first channel of each table is assigned to each UE depending on
its application priority and the channel quality given by the CCl power level (better channels are
given to UEs with stricter QoS requirements).

Channel Assignment: Each SBS assigns the channels to the users as follows based on the QoS
priority tables.

Initialization Phase

<
\4

Measurement Phase

\4

Creation of channel
priority table

v

UEs — SBS Association

\4

Collection of requests

Creation of User QoS
priority tables

\4

Channel Assignment

Figure 6-3: Flowchart of IQ-CS-DCA mechanism.
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6.5 Implementation approach of the proposed Algorithm

To evaluate our proposed solution, we have implement two algorithms as a first stage. In order to
provide results as a “proof of concept” we have introduce a state-of-the-art algorithm and our proposed
algorithm which uses the interference levels acquired from the network as well as the QoS requirements
from each UE.

The different QoS requirements are related to the 5G scenarios as explained at the SPEED-5G project.
For example loT users will have low priority in our algorithm, Ultra reliable communications will be at
highest priority, meaning that they will be assigned to channels with better SINR value. Finally the
broadband communications where the users will either have a medium priority with respect to the quality
of the channel assigned to or even a high priority given that could belong to a category of users that need
to have low latencies and high throughputs.

In advance those two solutions are compared with an algorithm from the presented state-of-the-art.
The algorithm that was developed is the dynamic channel assignment scheme for distributed antenna
networks found at [7] that our solution was based on. Figure 6-4 illustrates the procedure of the algorithm
on the assignment of the channels for the multitude of the antennas as presented.

START

Set of “idle” channels at
time t for the n-th antenna.

Is there an
“idle” channel

Assign the k,-th channel from
“idle” channels

Assignment fails

l

Set k,, as “busy” channel
I

END

Figure 6-4: Flowchart of channel assignment at the n-th antenna [7].

Specifically, the first algorithm that has been investigated is called “Random-based Channel
Assignment (CA) Algorithm” (Figure 6-5). This solution does not have a certain logic for the assignment of
channels that’s why it’s called ‘random’, it arbitrarily allocates users to different channels without any
knowledge of the channels current status or the whole system. As input we have a set of UEs U that want
to transmit, a set of macro BS M, a set of channels C, a set of available channels Ca < C. Then a certain
procedure is followed in order to allocate certain channels to UEs as the flowchart illustrates.
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Figure 6-5: Flowchart of the Random-based CA Algorithm (R-CA).

The Random-based Channel Assignment (R-CA) algorithm is used as a baseline in order to
compare, evaluate and optimize the effectiveness of the next algorithm that we propose (Figure 6-6). As
input we have again a set of UEs U that want to transmit, a set of macro BS M, a set of channels C, a set
of available channels Ca < C. The selection procedure differs from the random channel assignment
algorithm since here we introduce a control point for checking the best available channels in order to
select these (if available). The best channel is identified according to the SINR and if the SINR of a new
channel is better than the currently utilized one, then the UE will switch to the better channel. This
algorithm enables context-aware RRM as each base station can collect the interference levels for each
user that is connected to a specific channel in order to deduce the radio environment status and exploit
it appropriately. In general, it is expected that through this algorithm, will be possible to achieve better
quality (e.g., higher throughput, less latency).

In order to calculate the SINR levels, every SBS at every cycle, creates the average interference
that it calculates from the input of the UEs in the area for each other SBS. Instead of recalculating the
signal strength at the location of the SBS, we are using the feedback from the SBS’ served UE devices, to
make the measurements more realistic and efficient. The UE devices store the signal strength per SBS in
their physical layer variables. Therefore, we are averaging out this signal strength to calculate the average
per rat interference. After this calculation, we then turn to the history of our RRM model transmission.
Since it is not possible to know beforehand what collisions will occur on an air frame, we are using the
previous transmission (history) to calculate these collisions and assume that statistically the impact will
be the same. We create the resource utilization mask for each SBS, based on the RBs utilization data that
were stored in the history variable.
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Figure 6-6: Flowchart of our proposed algorithm.

6.6 Evaluation aspects of the proposed algorithms

6.6.1 Simulation Tool

For the evaluation of such concepts, extensive system level simulations are conducted. The
implementation of our suggested solution was performed under a proprietary system-level simulation
tool which is fully developed in Java with various capabilities and has been calibrated according to the
3GPP specifications. The simulator takes into account various parameters such as traffic level, available
infrastructure elements, available channels and evaluates the various test cases. The calibration state of
the proprietary simulator has been checked against the reference results of the 3GPP LTE calibration
campaign [36.814] [16]. As a result, the Cumulative Distribution Function (CDF) of coupling loss and
downlink SINR have been checked in order to calibrate the tool with leading operators and vendors such
as Nokia, Ericsson, Docomo, Huawei, Telecom Italia etc.

The configuration is fully customizable so as to include various types of cells (i.e., macro and small
cells). Specifically, it is possible to customize the following: the size of playground; the area type (e.g.,
Dense Urban etc.); the number and position of macro base stations and their inter-site distances (ISDs);
the number and position of small cells per macro base station; the number and position of end-user
devices in the playground; the number of available channels. In addition, the pathloss models for
macrocells at 2 GHz band is set to L = 128.1 + 37.6log10(R), R in km, and for small cells is set to L=
140.7+36.7log10(R), R in km.

112



PhD Thesis Belikaidis loannis-Prodromos

6.6.2 Simulation Parameters

The parameters imported to the simulator are, 19 macro base stations (BS) each with three cells
and also nine small-cells per (BS) giving us a total of 228 cells (in which 171 are small cells uniformly
distributed in the simulation playground) throughout the network. In addition, we have utilized 4 channels
at 20MHz bandwidth for every cell. The topology of the network created by the simulation tool is
illustrated at (Figure 6-7) and the differing shapes and symbols can be interpreted as the UEs and the
wireless communication links. Specifically users are shown as small circles with four different colors (red,
green, blue and light blue) that represent the four channels that have been utilized for our scenarios.
Furthermore the green arrows illustrate the transmission process and the connection topology between
UEs and BSs of each user to a specific cell of our network. The small cells are located close to the center
of the macro cells and are working at the 3.5Ghz band in contrary to the macro cells that are working on
2Ghz, giving us a heterogeneous environment for our scenarios.

Figure 6-7: Network topology created by the simulation tool.

In addition Table 6-1 presents the configuration of the base stations used in each case and their
values that have been introduced to our simulator for the development and evaluation of our solution.

Table 6-1: Configuration of BSs.

BS MIMO Bandwidth
mode

2x2 20Mhz

Omni- 20Mhz
antenna

113



PhD Thesis Belikaidis loannis-Prodromos

6.6.3 Experimentation scenarios and test cases

In order to analyze these two algorithms with the use of the simulation tool we had to introduce
different scenarios and test cases that are summarized in our experiments. We have experimented with
five values of sessions that every user requests per day ranging from 2,880 up to 14,400 sessions. The file
size requested from each user is 2Mbytes, which means that a user can request from 4MB up to 20MB
per minute. Those values could provide us with a broader knowledge of the algorithms capabilities for the
specific network topology implemented to the simulator.

For each of the cases three algorithms have been evaluated. Algorithm (A) is our proposed
algorithm which builds on state-of-the-art and adds the notion of QoS prioritization. Algorithm (B) is a
state-of-the-art algorithm which sorts available channels based on SINR values and Algorithm (C) uses a
random allocation of channels (not necessarily the best one).

Moreover, high, medium and low priority services are considered where our proposed algorithm
tries to allocate the best possible channels firstly to the high priority services, then to the medium and
finally to the low priority services.

Table 6-2: Tested scenarios cases.

Test cases Users Sessions/Day/User Packet size

2Mbytes
5000 11520 2Mbytes
5000 8640 2Mbytes
5000 5670 2Mbytes
5000 2280 2MBytes

6.6.4 Evaluation Results

Figure 6-8 indicates the results from our experimentation. The barchart illustrates the cases of
Table 6-2 and specifically the average air interface latency. On average it is shown that our proposed
algorithm outperforms the other two algorithms (up to 50%) especially in high and medium priority
services by giving them a performance boost. On the contrary, low priority services seem that they don’t
benefit as much as the other two.
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Figure 6-8: Average air-interface latency for each test case (s).
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In Figure 6-9 the results are sorted by priority levels and we see in a clearer way the large
benefit of our algorithm for high priority which is not the case for low priority services.
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Test cases
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M Algorithm with QoS priority m SOTA Algorithm m Random allocation

Figure 6-9: Average air-interface latency for each service priority level.

Furthermore, Figure 6-10 illustrates the normalized throughput for each of the test cases and
compared among each algorithm. It is evident that our algorithm performs better in almost every test
case and especially in cases with higher loads (compared to less-loaded simulations).
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Figure 6-10: Normalized throughput for each test case (s).
Similarly, Figure 6-11 illustrates the normalized throughput as of service priority levels and also here (as
shown in latency charts), our solution seems to perform better especially in higher and medium priority

services compared to low priority services. Here we investigated how a radio resource management
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algorithm utilizing contextual information acquired from the network and taking into account QoS
requirement can cope on some specific scenarios. The test cases introduced here where designed in order
to investigate the performance difference between the state-of-the-art and our proposed solution for an
environment of almost one user per square meter at the case of 5000 users and files for 2MB size and
variable number of requests per min per user (ranging from 2 to 10). Our proposed solution was able to
dynamically choose the best channel based on interference of the current position and thus allow each
user to connect with higher speed and receive the file faster with less air interface latency.
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Figure 6-11: Normalized throughput for each service priority level.

On the contrary, the algorithms that used for comparison on average were making the less optimal
selection of the channels (without giving priority based on QoS requirements), hence the users were not
able to download at full speed and with higher loss packet ration, creating a continuously loop of poor
selection of channels without being able to overcome this situation.

6.7 Challenges and future work

In the following, we discuss some challenges that we would like to address in the development of
IQ-CS-DCA as well as some of the possible improvements left for future work.

The ultra-densification of networks that is currently envisioned for 5G will bring new challenges to
the radio access, especially related to interference management. In fact, ultra-dense networks are
characterized by interference patterns that change quickly in time and that strongly depend on the
realistic network deployment [13]. Therefore, interference mitigation techniques must be sufficiently
dynamic and operate on a sufficiently small time-scale to ensure that the fluctuations in the interference
are captured. Clearly, the same challenges also apply to other mechanisms that take into account
interference measurements to operate, as in the case of the proposed 1Q-CS-DCA.

Additionally, the aggregation of multiple radio access technologies (RATs), possibly operating on
very diverse frequency bands with different characteristics, brings new challenges related to efficient
ways to ensure the provision of the end-to-end QoS, as some RATs may not supply an explicit way to
perform QoS management. This is currently a very active area of research in both academia and industry
[15]. Examples of current technologies that will still play an important role in the decades to come are
the Long Term Evolution (LTE) and the IEEE 802.11 (WiFi) family of standards. Table 6-3 gathers some of
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the key differences between the two, exemplifying the challenge due to the differences in the physical
layer and the radio channel access.

Table 6-3 Comparison between LTE and WiFi.

LTE WiFi
Licensed Unlicensed

1.4,35,10,15,20 5, 10,20 MHz
bandwidths MHz

Centralized Contention-
method based

Physical layer OFDMA/SC-FDMA  OFDM-CSMA

Optimized for yes no
mobility

As it has been referred in the Introduction section, a purely centralized approach to DCA might
not be feasible in practice due to the large amount of feedback that must be exchanged between the BSs
and the strict delay requirements that must be met by the network infrastructure. On the other hand,
purely decentralized techniques might not be able to address all the aforementioned challenges. As a
future work, we would like to investigate hybrid or semi-decentralized approaches, for instance cluster-
based algorithms that take decisions with a minimum amount of feedback to be exchanged between the
SBSs. Clearly, investigations should be performed to analyse the tradeoff between the complexity
introduced due to the feedback channel required by these techniques versus the achieved benefits.

Hybrid approaches to DCA can also bring benefits against the bursts of interference that can occur
in heterogeneous networks, since they may avoid the strong interference factor generated by closely
located BSs, during the initial measurement phase of the IQ-CS-DCA algorithm. It is worth saying that the
assumption of a clustered architecture of SBSs is a viable hypothesis, since other functional entities of the
network may already require this structure (e.g. to perform inter-cell interference coordination or soft
handovers between SBSs). These approaches could leverage the X2 interface currently defined in LTE-
Advanced, as well as the Xw interface newly introduced in LTE Release 13 between a 3GPP BS and a WiFi
access point [14].

The approach presented in this chapter is directly applicable to the case of heterogeneous RATSs.
Compared to an algorithm that deals with the underlying available channels agnostically, improvements
are expected by providing additional information related to the different available technologies in the
channel assignment step. As an example, a fast moving UE might better be assigned to a licensed band
using LTE, rather than scheduled to an unlicensed band operating on WiFi. In other cases, though, it may
be beneficial to off-load broadband static users to unlicensed WiFi in order to reduce the CCl generated
in the licensed band. Additional information is needed by such evolved mechanisms, including the UE’s
capabilities (i.e. the supported bands and technologies), as well as a characterization of the user’s mobility
pattern, among others.

Finally, the growing importance of techniques for dynamic spectrum access in next-generation
wireless systems should also be taken into consideration in the design of efficient DCA algorithms,
together with the diverse characteristics of the underlying frequency bands. For instance, TV White Spaces
(TVWS) are highly location dependent. TVWS frequencies might be available in a particular geographical
area while being completely occupied at another location. Therefore, a centralized geolocation database
might be necessary to implement a coexisting LTE-TVWS system. In such system, the information provided
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by the geolocation database is semi-static and does not change often in time. However the inherent
unpredictability of these frequencies might make them ideal only to best-effort applications with no QoS
requirements, further highlighting the importance of intelligent RAT-aware algorithms, as pointed out in
[15].

6.8 Conclusions

In this chapter, we consider the case of a heterogeneous network scenario with macro-cell and small
cells. Due to the inherent network architecture, one major challenge is the efficient management of CCl. In
our work, numerous interference aware DCA mechanisms are discussed and the channel segregation
approach is presented. A high-level modified interference aware DCA mechanism that considers the
differentiated QoS requirements of the users is proposed. Furthermore, the algorithmic approach of the
mechanism is presented through some flow charts and two algorithmic approaches for the evaluation and
the proof of concept are examined. The algorithm with the interference aware capability that uses the SINR
measurements acquired from the network can provide better results. The advantage of our algorithm
introduced here can further explored with the utilization of the small cell at the macro cell edge in order to
attract problematic traffic due to the great CCl presented in those areas. Finally, possible challenges and
points for future work are recognized in order to have a more complete analysis of the resource allocation
problem.
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7 Radio Frequency Resource Management (RRM) in a multi-connection
environment

Leveraging multiple simultaneous connections is a solution to enhance the throughput performance
per user. Also can be a promising technique for utilizing small cells and millimeter-wave (mmWave)
cellular systems that suffer from frequent link interruptions due to blockage in ultra-dense urban
deployments. There are performance benefits of multi-connectivity strategies but remain an open
research question. Carrier aggregation is one technique used in LTE-Advanced to increase the bandwidth,
and thereby increase the data rate per user, whereby multiple frequency blocks (called component
carriers) utilizing multi-connectivity. Each aggregated carrier (component carrier or CC) can have a
bandwidth of 1.4, 3, 5, 10, 15 or 20 MHz and a maximum of five component carriers can be aggregated,
hence the maximum aggregated bandwidth is 100 MHz. For 5G the aggregated bandwidth should surpass
the LTE’s and go up to 400MHz when

To show the potential of multi-connectivity a framework for better management has been integrated
into a simulation tool and assessed in a load-imbalanced scenario. System level simulations in the 5G era,
consider demanding use cases with high load and very limited latency in order to cover services such as
enhanced mobile broadband (eMBB), massive machine-type communications (mMTC) and ultra-reliable
low-latency communications (URLLC). As such, appropriate configuration, environment and network
models need to be defined in order to proceed to performance evaluation. The system-level simulation
platform is a discrete event simulation environment for the simulation of heterogeneous networks which
is extended with new features to support the new functionalities of 5G.

7.1 Introduction to system level simulation

The system-level simulation platform for 5G is a Discrete Event Simulation (DES) environment for the
simulation of heterogeneous networks. Also, the platform is extended with new features to support the
new functionalities of 5G. The main modules supported are macro cells, small cells and UEs. Based on the
DES approach, created events are the basic Third Generation Partnership Project (3GPP) signaling events,
mobility events, application layer events and system level events that enable the collection of
measurements and the control of auxiliary artifacts (graphics, controls etc.) as described in the sections
that follow. The tool has the potential of simulating various scenarios under different assumptions and
conditions. Through the flexibility of available modules, it is possible to customize various parameters.

One of the functionalities that was developed for this simulation tool is to be able to deal with is multi-
connectivity [2], which aims at being one the enablers for the wide multi-service behavior of the upcoming
5G networks. With multi-connectivity, a user may aggregate radio resources from more than two network
nodes, thus allowing throughput and reliability to be noticeably increased.

7.2 Overall Functional Architecture

For the system level evaluation through simulations we need to consider certain aspects related to
configuration, environment models, network (simulated system) models, analytics, event management
and all of these in a user-friendly graphical user interface (GUI).

Environment models and configuration: An important aspect of system-level simulations is to specify
the simulated system, designate the environments and select analytics. The “Environment models”
concern aspects related to traffic (e.g. proper modeling of enhanced mobile broadband (eMBB), massive
machine-type communications (mMTC) etc., anticipated load, mobility and radio conditions (e.g.
propagation models).
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Network (Simulated System) models: System aspects include considerations relevant to network
deployment (e.g. small cells and macro cells etc.). Also, spectrum aspects are considered for utilization of
bands. Abstraction of the physical (PHY) and medium access control (MAC) layers is taken into account.
Radio resource management (RRM) algorithms are also considered.

Analytics: Results from the 5G system level simulator are evaluated against certain KPI targets (e.g. in
terms of throughput or latency). The results are analyzed and visualized. KPIs and target values are well
defined in various standardization bodies and organizations e.g. 3GPP, Next-Generation Mobile Networks
(NGMN) etc. in order to reflect the requirements of different services.

Event Management: An event may be distinguished by time, location, type (e.g., session set up, call
request, packet transmission), services, devices, users and supplementary info. Details on event
management are provided later in this chapter.

Graphical User Interface (GUI): A user-friendly GUI is essential for easy handling of simulations and
demonstrations. The GUI consists of user-friendly tabs, text boxes and input fields in order to create an
easy-to-use environment for data input as well as extraction of results by visualizing results in graphs and
charts.

7.3 Overview of the Environment Models

5G is poised to support a set of ambitious use cases as mentioned in [3]. For instance, use case families
in NGMN include broadband access in dense areas (eMBB), massive Internet of Things (IoT) and mMTC as
well as ultra-reliable low-latency communications (URLLC). For the needed representation/ modeling of
such aspects, environment models shall take into account area aspects, traffic, mobility and propagation
models based on the classification, which is depicted in Figure 7-1.

[ Environment ]

—> Area |

» Urban, Dense, Ultra-dense, ... (Megacity)
+ Suburban
* Rural, ... (Underserved)
—» Traffic models |
+ eMBB: FTP Model 1,2
+ mMTC: TR36.888 regular/triggered reporting
* URLLC: Bursts of small packets
> Mobility models |
+ Random Walk/ Random direction
* Linear
L Propagation models |
» Based on TR36.942

Figure 7-1: Environment aspects.

7.3.1 Area

An area can be characterized by its type, for instance of being Urban, dense or ultra-dense (e.g.
capturing megacity requirements), suburban or even rural (e.g. capturing underserved areas). Different
user and traffic densities are considered depending on the area type.
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7.3.2

7.3.3

Traffic models

mMTC: 3GPP has defined specific traffic models which consider bursty traffic with regular or
triggered reporting. The system-level simulator considers three models of mMMTC based on
TR36.888 [4] and TR37.868 [5].

eMBB: 3GPP has also defined file transfer protocol (FTP) models with inter-arrival rates following
a Poisson process. The simulator considers FTP Model 1, 2, 3 for simulating eMBB-related traffic
based on 3GPP TR 36.814 [8].

URLLC: Bursts of small packets following beta distribution are considered according to [5][6].

Mobility models

The following mobility models where supported:

734

Random Walk: according to this model each UE changes its speed and direction at each time
interval. The default value of time interval is 1s, while these values can be configured from the
simulator’s graphical interface. For every time interval, the direction is chosen from (0, 2rt], while
speed follows a uniform or Gaussian distribution from [0, Vmax].

Linear Motion: each UE chooses randomly a direction and moves along it, with a constant speed.
The UE continues moving in this direction even if it reaches the cell boundaries due to wrap-
around.

Random Direction: each UE chooses randomly a direction and moves along it, with a constant
speed, until it reaches the boundary of the cell. Then, the UE chooses another direction to travel
and moves with the same speed until it reaches the boundary of the cell again.

Propagation models

Different propagation models are taken into account depending on whether communication is

taking place indoor or outdoor and depending also on the frequency of operation. Propagation models
have been implemented based on [7].

7.4 Network/ Simulated System Models

7.4.1

Overview

A network/ simulated system model consists of access points, backhaul and core entity model. In this
work, we particularly focus on the access part and the precise modeling of base stations, as depicted in
Figure 7-2.

Network/ Simulated
System
Base Station ‘ Backhaul ‘ Co,fofjg;”y

(and other Access Points)

Figure 7-2: Network/ Simulated system models.

A base station can be characterized by various attributes as depicted in Figure 7-3. In particular,

sectors have transceivers (TRXs) which can be characterized by spectrum aspects; PHY/MAC abstractions
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and RRM mechanisms. For instance, typical RRM algorithms such as round-robin, but also research
algorithms as mentioned in [8] have been implemented in the system-level simulator.

7.4.2 Spectrum aspects

Spectrum aspects include information and implementations related to bands and carriers, policies
(such as allowed carriers) and licensing schemes (e.g. licensed, light-licensed, License Assisted Access
(LAA)-like usage of spectrum etc.).

Base Station

<Position
*Type
olf macro, underlying small
olf small, overlying macro
|+Sectors
boTRX
» =Spectrum aspects
+ Bands, carriers
« Policies: Allowed carriers, weights
« Licensing schemes: Licensed, light-licensed, LAA-
like etc.
» =PHY/MAC abstractions
« Spectral efficiency curves (b/s/Hz vs SNR)
+ MIMO aspects
» sRRM aspects
« Scheduling: Round-robin, Proportional fair etc.
« Slicing: Partitioning, sharing policies
« Other algorithms

TRX Conceptual Model
PHY P
1‘ (RF, BB, DSP) ” MAC H RRM ” Higher Layers ]—O
L J
T 0 , J
Abstraction Modelled through
simulator functionality
and algorithms

Figure 7-3: Base station main attributes and TRX conceptual model.

7.4.3 Abstractions of PHY/MAC layers

The evaluation of large networks, many devices, or a long time is hardly feasible for MIMO
technologies. On the other hand, massive MIMO is a key-technology for 5G and evaluation on system or
network level is essential. Therefore, an abstraction is necessary.

In [13] a PHY-layer abstraction model is proposed and adapted to fit in the 5G system-level
platform. The information flow chart and principle components of the PHY-layer abstraction model are
shown in 0 with a numerical example. First, the PHY layer MIMO simulation is performed for technology
component A with parameter configuration according to the use case or scenario requirements. From
these simulations, the following two outputs are required for the system level abstraction:
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e The number of spatially multiplexed users per time-frequency resource
e The achieved user spectral efficiency over the geometry or SNR

In Figure 7-4 the cumulative distribution function (CDF) of the number of multiplexed user is given
for output one. The user spectral efficiency over the geometry is given for output two. Note, that as an
alternative to the geometry also the SNR can be used, e.g. if inter-cell interference in the PHY layer
simulation is not explicitly simulated and considered as noise. The geometry here means the un-precoded
sum power ratio of the serving BS antennas over all other BS antennas for a user.

In the second step, the system level or network layer simulation is performed assuming MIMO
technology component A. Therein, (multiple) users on a time-frequency resource have to be selected
according to the mapping table or curve from PHY layer simulation, where simplest case is to use always
the median value. Note that the active user selection in the system level simulation may depend on traffic
and mobility models. After the user selection, the SNR or geometry of these users is determined and used
as input to the mapping from SNR or geometry to user spectral efficiency. Note, that the user spectral
efficiency from the PHY layer MIMO simulation can also include the case that users have multiple antennas
and maybe receive multiple data streams. With spectral efficiency of the active users, the sum spectral
efficiency for the given time-frequency resource is obtained in the system level simulation for the given
MIMO technology component A.

Use Case or Scenario Configuration

v

PHY Layer MIMO Simulation
of Technical Component , A”

v

System/Network Level
Simulation

Output 1:

Determine Active Users on
Time-Frequency Resource

Number of Users per Time-
Frequency Resource

»

—

Calculate SNR/Geometry of
Active Users

Niwes

T e g BRE

Output 2:

Mapping from SNR or
Geometry to Spectral
Efficiency

User Spectral Efficiency
versus SNR or Geometry

"w e

Spectral Efficiency of
Selected Users for Technical
Component A

ednleizag PRkIA

Geomar, (58]

Figure 7-4: Physical Layer Abstraction of MIMO Technology Components for System Level Simulations.
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7.4.4 RRM and higher layer mechanisms

In this part, aspects on scheduling, slicing and other RRM algorithms are considered. In terms of
scheduling, round-robin scheduler is utilized in the simulator. With respect to slicing; partitioning and
sharing policies are considered in order to allocate appropriate resources to slices according to the
requested services. Furthermore, various RRM algorithms are implemented in order to evaluate different
resource management strategies depending on the considered use cases.

7.4.5 Overview of supported simulator features towards NR

A set of new features coming from 3GPP latest releases needs to be appropriately modeled in order
to be supported according to the latest specifications. Such features include among others:

=  Dynamic, slot-based frame structure: Enables future-proof and ultra-lean design as well as self-
contained subframe structure that allows for data transmissions that efficiently support diverse use
cases with requirements that include low latency, high peak-rate, and high reliability.

= Massive multiple input multiple output (MIMO): control and data channel support for Massive MIMO
features based on beam-centric design that improve spectral efficiency and achieve higher data rates,
boosting performance for consumers.

=  mmWave communications: Propagation models and spectral efficiency curves for mmWave bands
can be incorporated.

= Channel codecs: channel coding schemes based on latest technology in advanced low-density parity-
check (LDPC) codes to support large data blocks and extreme peak rates.

= Support for network slicing: Monitoring and slice visualization capabilities. Base station elements can
have certain capacity and allocated resources (e.g., channels/ bandwidth) for different types of
services in order to allocate different resources to eMBB, URLLC slices etc. Each user will make use of
the intended slice based on the requested service/traffic type.

= Support for edge computing: Traffic can be served from points nearer to the end-user. Latency related
to core network for accessing distant servers can be minimized.

= Network sharing: Simulator supports multi-operator environment and in case of network sharing,
traffic of two or more operators can be served from a single infrastructure. However, increased traffic
load is foreseen in the shared infrastructure.

= Packet-splitting support: Packets are split to multiple segments in order to be able to send different
segments to different cells. As such, throughput may be improved by assuming that shorter packets
are sent to better quality links.

= Multi-connectivity support: The end-user is connected to more than one network node in order to
enable multi-link transmission. This can be used in conjunction or not with packet-splitting support.
Reliability may also be improved if multiple links are available.
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Figure 7-5: Multi-connectivity with packet splitting and carrier aggregation.

Carrier Aggregation Enhancement: Carrier aggregation is used in order to increase the
bandwidth, and thereby increase the bitrate. Each aggregated carrier is referred to as a
component carrier (CC). The CC can have a bandwidth of 1.4 to 20 MHz and a maximum of five
component carriers can be aggregated, hence the maximum aggregated bandwidth is 100 MHz
for Long-Term Evolution (LTE). For supporting New Radio (NR) network, the CC can reach up

to 400MHz for bands of higher than 6GHz in NR-related bandwidths and up to 16 component
carriers.
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Figure 7-6: Utilization of RBs between users, Intra-band (a), Inter-band (b).

(b)

Enhancement to Narrowband IloT: NB-loT technology is deployed “in-band” in spectrum
allocated to LTE, using resource blocks within a normal LTE carrier.

CoMP: Coordinated multipoint (CoMP) is used to send and receive data to and from an end
user from several points to ensure the optimum performance is achieved even at cell edges.

Figure 7-7: Multi-connectivity with CoMP enabled for UEs.
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=  NOMA: The key idea of Non-Orthogonal Multiple Access (NOMA) is to use the power domain
for multiple access, whereas the previous generations of mobile networks have been relying on
the time/ frequency/ code domain. Increased spectral efficiency with NOMA compared to
orthogonal frequency division multiple access (OFDMA) can be achieved through various
references in literature.

7.4.6 Event handling

It is important to define an event management mechanism, which is characterized by distinct
phases. Such phases can be initialization; event extraction; trigger event handling; trigger event
scheduling and consolidation of report regarding performance. The phases are illustrated also in the
flowchart that is illustrated in Figure 7-8 and will provide a correct simulation of the mechanism that are
developed in order to check performance benefits of multi-connectivity strategies as well as the service
quality gains that every user in our simulations will have.

Initialization
Event Management

Scheduling of initial events in
time and space
Event ‘

— Time

— Location
— Type
——» Services

Devices (UE, sensor,
— > actuator car etc.)

——» User

Event Extraction

Extraction of events to be
handled by the simulator

(—  Trigger Event Handling )

Events are forwarded to the
appropriate network entities
(eNBs) for handlingb.
Statistics are recorded by the
9 Analytics entity )

—— Supplementary Info

Main Process

Trigger Event Scheduling

Scheduling of next events
based on previous event and
the outcome of its handling
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Figure 7-8: Process description for handling of events in the simulator.

Based on NGMN in [3] and the International Telecommunication Union (ITU) in [10] certain KPIs
have been defined related to user experience and system performance. User experience KPls involve
mainly data rate in downlink and uplink, latency (associated with the radio access) and mobility levels.
These KPIs are covered by the system level simulator. With respect to system performance KPls, these
involve mainly connection density, traffic density, spectrum efficiency, coverage. Spectrum efficiency in
the system level simulator is mainly covered by mapping curves which are usually created through link-
level simulations and plot bit/s/Hz to signal-to-noise ratio (SNR). With respect to connection density and
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traffic density attributes, these are related also to the area under investigation (e.g. dense urban,
rural/underserved etc.).

7.5 Initial Results

The system-level simulation platform has been calibrated against the reference results of the 3GPP
LTE calibration campaign [8]. In this subchapter, we present the Cumulative Distribution Function (CDF)
of coupling loss for 3GPP case 1 — 2D and 3D scenarios. The results of the calibration process for the
aforementioned scenarios are depicted in Figure 7-9 and Figure 7-10 respectively.
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Figure 7-9: Coupling Loss — 3GPP case 1 — 2D scenario.

Moreover, Figure 7-11 illustrates the capability of the simulator to assess different RRM algorithms
and test cases (in this case we assume algorithm with QoS priority, a state-of-the-art RRM algorithm and
a random RRM algorithm) as mentioned in [9]. Values of normalized throughput were calculated for
various test cases.
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Figure 7-10: Coupling Loss — 3GPP case 1 — 3D scenario.

128



PhD Thesis Belikaidis loannis-Prodromos

1.2
H
o 1
o0
3 0.8
z
5 0.6
8
= 04
£
2 " I I
= Il

0

1 2 3 4 5 1 2 3 4 5 1 2 3 4 5
Test cases
High priority Medium priority Low priority

M Algorithm with QoS priority ™ SOTA Algorithm ™ Random allocation

Figure 7-11: Normalized throughput measured for various algorithms and test cases.

Figure 7-12 illustrates the protocol overhead in terms of average number of retransmissions which
have been calculated through the simulator. The figure shows that the one-stage pooled protocol has the
lower number of retransmissions for medium arrival rates, while the one-stage protocol (20db) has the
greatest performance for high arrival rates. In contrast to ARP with many retransmissions and high
overhead, all the proposed protocols show low overheads. In most cases, the MTC devices are low power
(use of batteries) and therefore their lifetime is highly affected by the transmission phase. Therefore,
another important metric is the total number of transmissions per data packets. In the case of one-stage
protocols the transmission of preamble and data are realized in one burst, therefore the number of
transmissions is minimized. From this figure, it becomes clear that one-stage protocols are more
appropriate for low-power devices since they manage to minimize the total transmissions (low number
of retransmissions and simultaneously transmission of control and data information) and therefore the
total energy consumption. On the other hand, two-stage protocols generate more transmissions, and in
order to become comparable to one-stage protocols should retain the retransmission numbers in very
low values.
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Figure 7-12: Evaluation of massive access protocol overhead.
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7.6 Component Carrier Management Aspects

In this work, a novel RRM functionality [10] for CC management is developed, integrated and
assessed. This functionality is referred to as the component carrier manager (CCM) and has been devised
for the enhancement of performance metrics, such as the UE throughput (for eMBB services) or the
connection reliability (for URLLC services) through the management of multiple links in a multi-
connectivity environment. Different number of component carriers can be aggregated for the downlink
and uplink. This is an important property from a device complexity perspective where aggregation can be
supported in the downlink where very high data rates are needed without increasing the uplink
complexity. Component carriers do not have to be contiguous in frequency, which enables exploitation of
fragmented spectra; operators with a fragmented spectrum can provide high-data-rate services based on
the availability of a wide overall bandwidth even though they do not possess a single wideband spectrum
allocation. In addition, macro and small cells as illustrated in Figure 7-14 can work together and carriers
can be chosen from both cells with different frequencies based on a specific methodology.

Initially a device will be connected to a nearby cell tower. Once that a UE has been assigned a
primary cell (PCell), and thus, a master node (MN), according to 3GPP-compliant mobility criteria, an
instance of the CCM is run for this UE in this MN. From the CCs that the UE receives with a minimum
power, the CCM identifies the subset of CCs to be assigned to this UE as primary secondary cells (PSCells)
and secondary cells (SCells). With the former, the CCM eventually performs a UE-to-network node
association. The latter (SCells) may be linked either to the MN or to a given SN to extend the available
bandwidth between the UE and that network node.

To identify the subset of CCs to be assigned to a UE, the CCM computes a score for every available
CC, according to some operator’s policy. The top scoring CCs are then assigned to this UE, hosting either
a SCell (if they belong to the MN or a previously assigned SN) or a PSCell, if they are the first CC assigned
to this UE belonging to a node different from the MN. In [10], the scoring method is implemented a rule-
based system.

SeNB,
®

MeNB SeNBZ

@

Figure 7-13: Multi-link/Multi-node connectivity.

7.6.1 Evaluation and Results

In this section, a proof of concept is carried out to show the benefits of using the CCM in a multi-
connectivity environment using the simulation tool that has been described. First, a typical optimization
use case in which to use the CCM is described, a network load imbalance, together with the simulation
setup. Then, the simulation results are shown and conclusions are drawn.
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Figure 7-14: Cellular topology (ITU-R M.[IMT-2020.EVAL], “Guidelines for evaluation of radio
interface technologies for IMT-2020").

7.6.2 Experiment setup

Often, users tend to gather around interest points, causing a non-homogenous traffic distribution
along the cellular network Figure 7-15. As a consequence, this causes a network load imbalance, in which
some network nodes deal with a big number of users, thus lacking in radio resources, and some other
nodes remain almost unused. In order to take advantage of the full network capacity, cell edge users are
then forced to hand over to non-congested cells, despite these are not the cells providing the best
received signal quality/power. This is the optimization use case of load balancing and has been addressed
in many different ways along the years. The most common way to tackle this issue has been the mobility
load balancing (MLB); that is, the adjustment of certain mobility configuration parameters, such as the
handover margins, to manipulate the cell service area [11].

Figure 7-15: Load imbalance topology.
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With the CCM, however, this task can be addressed by acting on the network access procedure. To
that end, the CCM is designed so that the assigned CCs contribute to maximize every user’s throughput.
This can be achieved if the score of each CC is computed according to both its current load (e.g., either in
terms of used physical resource blocks, number of currently scheduled users, etc.) and the signal quality
perceived by the user, according to the well-known Shannon’s theorem. The main metric that has been
considered is throughput.

This is compared with a multi-connectivity baseline situation in which cells are assigned to UEs only
according to their reference signal received power (RSRP), as an extension to multi-connectivity of current
3GPP policies for dual-connectivity and carrier aggregation management.

The scenario described in this subchapter extends that of [10] in two main aspects. First, an FTP
service traffic model has been followed over connections governed by the transmission control protocol
(TCP). In [11], however, a finite buffer traffic type on the MAC layer was used, lacking in more realistic
effects, like retransmissions from higher layers. The second differencing aspect with respect to [10] is that,
in this work, a heterogeneous network made up of both macrocells and small cells is considered. This
allows further enhancing the benefits of load balancing due to the tradeoff between the coverage of
macrocells (usually acting as MNs) and the capacity of small cells (usually acting as SNs). In [10], however,
a macrocell scenario is considered.

In order to simulate the load imbalance, more than half users have been placed around certain
network nodes, representing most of the total offered traffic. We consider only eMBB traffic and selecting
cells with the criterion of Reference Signal Received Power (RSRP). The proposed solution is based on
signal quality (RSRQ) and the load of candidate component carriers. Different types of inputs are
considered, such as: (a) metrics reported by the user, like the Reference Signal Received Quality (RSRQ)
and (b) metrics from the carriers (like their load). Based on these inputs, the CC manager computes a score
for each of the available carriers indicating the carrier suitability for a specific user. This score can be
computed in different ways depending on the target criterion (e.g., if a load balancing approach is
followed, those CC with a lower load will receive a higher score; in the case of a target focused on signal
quality, CC with higher RSRQ will be selected). Component Carrier (CC) manager is proposed to determine
the number of carriers to be assigned to a user as already discussed. This CC manager could be
implemented in the gNodeB and necessary information could be exchange by gNodeB by using Xn
interfaces. Additionally, the carrier indices, the source nodes, and flow are also proposed by the CC
manager.

Table 7-1 summarizes the main configuration parameters that have been used in the simulations.
Two cases have been considered. In case a), 1 MB-files are sent to the UEs through a FTP downlink
connection. In case b), the size of these files is 8 MB.

Table 7-1: Simulation parameters.

Parameter Value

Number of Macro BS 19 macro 3-sector base stations

Number of Small BS
Number of users
Network area

ISD

Frequencies

Request interarrival time
Traffic data generation

57 small base stations
1000 users

2200x2200 meters

500 meters for macros
2GHz

Poisson

1440 files per user per day
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File Size 1MB (case a), 8 MB (case b)
Packet Splitting Enabled
Simulation time 60 sec
Bandwidths 20MHz
Subcarrier spacing 15KHz
Carrier aggregation Enabled
Component Carriers 1to7
Propagation model L=128.1+37.6log10(R), R in km
FTP direction Downlink
7.6.3 Results

Figure 7-16 and Figure 7-17 show the UE downlink throughput achieved in case a) and case b),
respectively, for an increasing number of CCs eventually assigned to UEs following the baseline case (blue
line) and using the CCM (orange line). Both figures show that, given a load imbalance, the proposed
approach allows to improve the users’ throughput regardless the number of assigned CCs given the joint
consideration of each CC RSRQ and load. In particular, a maximum throughput gain of 40% with respect
to the baseline is achieved in case a) when 2 CCs are assigned and a 60% gain is achieved when 3 CCs are
considered in the 8-MB case, which shows the potential of the proposed framework for multi-connectivity
management.
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Figure 7-16: Impact of CCs number to throughput for 20MHz bandwidth and 1MB file size (case a).
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Figure 7-17: Impact of CCs number to throughput for 20MHz bandwidth and 8MB file size (case b).
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Finally, Figure 7-18 illustrates the result of throughput by considering different number of
component carriers when using higher bandwidths of up to 100MHz (for taking into account 5G
assumptions of higher bandwidths) for each CC. Similar to previous results, for all values of CC, the RSRQ
& load approach achieves slightly higher throughput compared to the RSRP .

Number of CCs

Figure 7-18: Impact of number of CCs to throughput for a bandwidth of 100MHz and file size of 8MB.

7.7 Introduction to connection density

Applications in massively connected sensors or robots require reliability and low latency.
Connection density in 5th generation networks can be used in big megacities or factories of the future
(Figure 7-19). Real-time feedback, control of the production machinery and process, and diagnosis,
error/fault identification and calibration/ recovery of the machinery. In FOF many processes exist and each
of them is important for the whole manufacturing process. Thus, sensors should be deployed throughout
the processes to monitor, analyze and predict potential problems inside each process and of course to
optimize the manufacturing process. Those processes have a large number of equipment that may
introduce problems and thus should be monitored through sensors especially in the scope of the factory
of the future where automation is an important part of the process in conversion of a factory of our days
into a smart factory. The network connects and retrieve information from various processes, sensors and
equipment which are active in the production line to analyze network and send control commands to
stop/change/fix the process and robots to minimize losses or damages to equipment or even human
injuries. Multiple equipment such as robotic arms, conveyor belts, assembly/scraping machine etc.,
should be controlled. The past years GSM/EDGE had a latency of 150ms, HSPA/HSPA+ had a lower latency
of about 50ms while nowadays LTE has reached 20ms of edge-to-edge latency and cannot support a great
number of devices in a small area. The next generation 5G communications would be capable to support
the expected revolution in manufacturing, considering the stringent industry-specific requirements as
presented above.
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7.8
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Figure 7-19: Sensors, equipment and robots in FoF

Evaluation Methodology and KPIs

In mMMTC environments, one of the important parameters is the connection density of devices.

According to ITU document [14] [15] [16] the connection density is the total number of devices fulfilling a
specific quality of service (QoS) per unit area (per km?). Connection density should be achieved for a
limited bandwidth and number of connectivity points. The target QoS is to support delivery of a message
of a certain size within a certain time and with a certain success probability. This requirement is defined
for the purpose of evaluation in the mMTC usage scenario. According to ITU, the minimum requirement
for connection density is 1,000,000 devices per km?.

Also, ITU has defined the following steps, for the evaluation of connection density:

Step 1: Set system user number per TRxP as N.
Step 2: Generate the user packet according to the traffic model.

Step 3: Run non-full buffer system-level simulation to obtain the packet outage rate. The outage
rate is defined as the ratio of the number of packets that failed to be delivered to the destination
receiver within a transmission delay of less than or equal to 10s to the total number of packets
generated in Step 2.

Step 4: Change the value of N and repeat Step 2-3 to obtain the system user number per TRxP N’
satisfying the packet outage rate of 1%.

Step 5: Calculate connection density by equation C = N’ / A, where the TRxP area A is calculated
as A =1SD2 x sqrt(3)/6, and ISD is the inter-site distance.

The requirement is fulfilled if the connection density C is greater than or equal to 1,000,000
The simulation bandwidth used to fulfill the requirement should be reported. Additionally, it is
encouraged to report the connection efficiency (measured as N’ divided by simulation bandwidth)
for the achieved connection density.

The considered traffic model for such an evaluation is message size of 32 bytes with either 1

message/day/device or 1 message/2 hours/device. Packet arrival follows Poisson arrival process for non-
full buffer system-level simulation.
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Baseline evaluation configuration parameters and additional parameters for system-level

simulation are presented at Table 7-2.

Table 7-2: mMTC parameters for connection density evaluation

Parameters
Carrier frequency for evaluation
BS antenna height

Total transmit power per TRxP

UE power class

Percentage of high loss and low loss building type
Inter-site distance

Number of antenna elements per TRxP

Number of UE antenna elements

Device deployment

UE mobility model

UE speeds of interest

Inter-site interference modelling
BS noise figure

UE noise figure

BS antenna element gain

UE antenna element gain

Thermal noise level

7.9 Simulation Results

Values
700 MHz
25 m

49 dBm for 20 MHz bandwidth
46 dBm for 10 MHz bandwidth

23 dBm

20% high loss, 80% low loss
500 m

Up to 64 Tx/Rx

Up to 2 Tx/Rx

80% indoor, 20% outdoor, randomly and
uniformly distributed over the area

Fixed and identical speed |v| of all UEs of the
same mobility class, randomly and uniformly
distributed direction.

3 km/h for indoor and outdoor
Explicitly modelled

5dB

7dB

8 dBi

0 dBi

-174 dBm/Hz

System-level simulations have been conducted for the evaluation of connection density in mMTC
environments. Narrowband parameters are taken into account in the simulation. As such, considered
bandwidth is from 180KHz up to 1.08MHz. The success rate (i.e. successful transmission of messages) is
calculated in order to check the acceptable level of connection density for meeting the threshold of 99%
of success (1% of loss). During the evaluation process, the lower number of the considered message
generation frequency (e.g. 1 message/day/device) fulfills the requirements of the connection density. The
results showed that the 99th percentile of the delay per user was less than 10s for both the 180KHz and
1.08MHz tests. Two configurations for ISD of 500m and 1732m were examined during the evaluation. As
a result, the focus was given on the investigation and analysis of the higher message frequency of 1
message/2 hours/device which had a different behavior than the previous.
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Figure 7-20 shows the success rate for different number of devices when bandwidth of 180KHz is
used. According to the results, it is evident that with such bandwidth, up to 2 million devices per km2
assuming messages of 32 bytes and 1 message/2 hours/device can be served. When 3 million devices per
km2 were simulated, the success rate dropped below 99%.

99,50

b I . Threshold

9850 - —1
2.000.000

1.000.000 3.000.000  4.000.000

Success rate (%)

Connection density

Bandwidth: 180KHz; 1 message of 32b / 2 hours
/ device; ISD: 500m

Figure 7-20: Connection density (nr. of devices per km?)

Figure 7-21 shows how much bandwidth is needed for serving 1 million devices with 1 message of
32 bytes/2 hours/device as we have seen at Figure 1, but this time by examining at which level the success
rate will reach the highest level. The results show that even from 180KHz, the success rate of 99% is
fulfilled and as the bandwidth increases, the success rate is even higher, reaching almost the 100% at

540KHz.
I I IIShOd

Bandwidth

Success rate(%)

Devices: 1,000,000, 1 message of 32b / 2 hours /
device; ISD: 500m

Figure 7-21: Success rate depending on bandwidth (ISD 500m)

As a next step we changed the simulation parameters to higher ISD value of 1732m and run the
same evaluation process as before. Figure 7-22 shows the success rate for different number of devices
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when bandwidth of 1.08MHz is used. According to the results, it is evident that with such bandwidth, up

to 40 million devices per km2 can be enabled in the area without serious problems assuming messages of
32 bytes and 1 message/2 hours/device.
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Figure 7-22: Connection density (nr. of devices per km?)

Figure 7-23 shows how much bandwidth is needed for serving 1 million devices with 1 message of
32 bytes/2 hours/device. The results show that from 500KHz and above, the success rate of 99% is met.

However, smaller bandwidths (e.g. 180 or 360KHz) are possible but the success rate is a bit lower than
99%.
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Bandwidth

Devices: 1,000,000; 1 message of 32b / 2 hours /
device; ISD: 1732m

Figure 7-23: Success rate depending on bandwidth (ISD 1732m)
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7.10 Architecture, interface and mechanisms

New Radio and 5G networks need to support large numbers of concurrent MTC connections in a
specific area as already presented. Figure 7-24 shows the steps that the proposed algorithm takes to
ensure that high levels of connection density is achieved. The proposed mechanism could run on each
base station and configure its resources so that minimum resources are used when MTC connections are
under a specific and recommended limit. If the numbers are beyond the limit (e.g., over 1 million users)
then the mechanism can reconfigure each BS in order to satisfy the packet outage of 1% that is acceptable
and stabilize the connections to all MTC devices.

Initialization of resources per BS

v

Traffic generation

s traffic
exceeding the
recommended
limit2

A

Yes

Success ratio /SLA monitoring Allocation of extra resources

Redirect to an available neighboring
base station

r g Continue with same configuration

End

Figure 7-24: Flow chart of proposed algorithm

7.11 Conclusion

This work elaborated on the presentation of the framework for multi-connectivity, being one of the
functionalities to be used to deal with the dissimilarity of service requirements of 5G networks. Simulation
results show how a proper assignment of component carriers (CCs) in this situation allows increasing the
users’ throughput by up to a 60% when compared to a simple received power scheme for link
management. Connection density also plays an important role on 5G and beyond environments. The
usage of narrowband technologies is encouraged, especially for small and frequent transmissions. As a
result, the provided evaluations consider these assumptions to show the number of devices that can be
supported with a specific QoS.

In cases of 180KHz of bandwidth the scenarios of ISD at 500m showed that there were not any
major problems for the device density that was considered. In addition, the results for ISD of 1732m reveal
that there is a need of higher bandwidths to meet the requirements and achieve the proposed success
rates, which in many cases more than three times the initial bandwidth had to be used.
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It should be noted that the results are consistent with results of vendors (such as Huawei and
Ericsson) who followed the same evaluation process, utilizing the same parameters at their proprietary
simulator. For the bandwidth of 1.08MHz the evaluation process showed that it is possible to handle
effectively more than 1 million devices per km2 in every situation
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8 Conclusion

This dissertation provided in depth analysis of solutions for managing networks and services based
on artificial intelligence in heterogeneous broadband environments for 5th generation and beyond by
considering the current status and looking forward to the emerging challenges. Specifically, mesh
networks have been investigated by proposing algorithms for examining the optimum settings (position,
density, transmission ranges) in the flexible and dynamic topologies based on moving access points
(MAPs) environment. By testing different scenarios we tried to deduce what would be the best case
scenario for the utilization of these algorithms. Our simulation showed that the proposed algorithms were
able to choose the best possible paths in a short time period (i.e., fewer iterations) in almost all scenarios.
An interesting direction resides in devising more sophisticated approaches towards a better selection
from the infectors vicinity, e.g., by applying machine learning.

Another important topic that the dissertation dealt with had to do modeling and analysis of
management in heterogeneous networks. This chapter elaborated on the status & challenges in
hardware/ software development and in 5G wireless communications by focusing on MAC and RRM
layers. Also the benefits of machine learning in 5G network management were discussed. By taking into
account the diversity of infrastructure, radio resources and services that will be available in 5G, an
adaptive network solution framework will become a necessity. Breakthrough developments in several
RAN technologies will be required for realizing novel, 5G solutions. Such technologies include among
others, multiple access and advanced waveform technologies combined with coding and modulation
algorithms, massive access protocols, massive MIMO and virtualized and cloud-based radio access
infrastructure. In addition, aspects of radio frequency resource management in a multi-tenant
environment were elaborated in order to provide useful insights on the operation of systems in 3.5 GHz.
By satisfying the required quality of certain user categories it is possible to increase the overall
performance of the system by better allocation of resources to other user categories as well. In future
work, in order to enhance the performance of the system, it is planned to investigate how machine
learning principles can be utilized.

Furthermore, the topic of network slicing was investigated for evaluating the co-existence of URLLC
and eMBB traffic and the impact of traffic increase (either eMBB or URLLC, and both) to the overall
network performance. In this respect, an algorithm was proposed for creating and deciding on the
dynamic resource allocation of network slices which reconfigures and adjusts the slices so as to provide
appropriate QoS levels towards mobile client nodes. Also RRM issues in a multi-connection environment
were elaborated through a simulation study for simulating densely connected and highly demanding next-
generation networks. Finally, the benefits from using narrowband technologies, especially for small and
frequent transmissions for high connection density were presented. As a result, the provided evaluations
take into account these assumptions in order to show the number of devices that can be supported with
a specific QoS. It was shown that up to 1 million mMTC devices for small packet transmissions (mMTC
traffic) can be supported with low bandwidths around 1MHz. The next steps would deal with optimization
issues with multi-connectivity, such as link robustness in high mobility scenarios or high reliability cases,
under the scope of URLLC communications.

8.1 Future research directions

This research may be expanded in many directions. For instance, applying artificial intelligence (Al)
to both the 5G network and the device will lead to more efficient wireless communications, longer battery
life, and enhanced user experiences. Al is a powerful tool, and the key to harnessing Al to improve wireless
is to focus on important wireless challenges that are both difficult to solve with traditional methods and
are also a good fit for machine learning. The low latency and high capacity of 5G will also allow Al
processing to be distributed among the device and cloud thus enabling flexible system solutions for a
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variety of new and enhanced experiences. This wireless edge architecture is adaptable and allows
appropriate tradeoffs to be made per use case [1].
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