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Abstract—In many existing location-based services, a service
provider becomes aware of the location of its customers and
can, maybe inadvertently, leak this information to unauthorized
entities. To avoid this information leak, the provider should
be able to offer its services such that the provider does not
learn any information about its customers’ location. We present
an architecture that provides this property and show that the
architecture is powerful enough to support existing location-
based services. Our architecture exploits Trusted Computing
and Private Information Retrieval. With the help of Trusted
Computing, we ensure that a location-based service operates
as expected by a customer and that information about the
customer’s location becomes inaccessible to a location-based
service upon a compromise of the service. With the help of Private
Information Retrieval, we avoid that a service provider learns a
customer’s location by observing which of its location-specific
information is being accessed.

I. INTRODUCTION

The ubiquity of cellphones has lead to the introduction of
location-based services, such as services that provide informa-
tion relevant to the current location of a cellphone user (e.g.,
directions to a target location or a list of interesting, nearby
places). Another location-based service could track a cellphone
user and raise an alarm when the user leaves a boundary area.

Location-based services raise privacy concerns. The
provider of a location-based service could learn the current
location of a cellphone user, which might reveal information
about the user’s activities or interests. While it is possible
to provide more coarse-grained, less intrusive location in-
formation to a location-based service, some services, such
as the tracking service mentioned above, require fine-grained
location information. A user of such a service must trust the
service provider not to misuse or leak her location information.
Most providers probably have good intentions. Nonetheless,
software bugs or computer break-ins can inadvertently leak
location information. In this paper, we want to reduce the
trusted computing base. In particular, we examine the question
whether it is possible for a service provider to offer location-
based services without learning the location of cellphone users.

We answer this question in an affirmative way. Our main
contribution is an architecture for location-based services
where a cellphone user can keep her location hidden from a
service provider while benefiting from location-based services.
Our architecture exploits two concepts from cryptography
and security research, namely, Private Information Retrieval

(PIR) [1] and Trusted Computing [2]. With the help of PIR,
a cellphone user can retrieve location-specific information
from a provider without the provider being able to learn
the location the requested information is about. We employ
Trusted Computing to build a platform that is trusted by a
cellphone user to properly implement both a PIR algorithm and
some additional, simple algorithms required by location-based
services. Furthermore, with the help of Trusted Computing, we
can ensure that the platform can access a user’s location only
when the platform is not compromised. Any changes to the
software by an intruder will make a user’s location inaccessible
to the platform and hence to the intruder.

In another contribution, we underline the usefulness of our
architecture by demonstrating that the architecture is powerful
enough to support several existing location-based services.
Moreover, our architecture can serve operators of cellphone
networks and providers of location-based services as a guide
for designing an interface between the two parties.

The rest of this paper is organized as follows: We first
present our system and threat models (Section II). We then
introduce our architecture that maintains location privacy
(Section III). Next, we demonstrate how to provide some
location-based services in this architecture (Section IV).

II. SYSTEM AND THREAT MODELS

In this section, we introduce a system model that underlies
many existing location-based services. We also present our
threat model.

A. System Model

Location-based services are becoming an important source
of revenue for operators of cellphone networks. However, since
the required technology and software are not necessarily part
of the key expertise of a network operator, many operators
outsource the provisioning of location-based services to third-
party service providers. Therefore, in our system model, we
assume that network operators and service providers are sepa-
rate (business) entities and that a network operator implements
an API that is used by a service provider to offer location-
based services. For example, several network operators in the
UK, such as Vodafone or Orange, provide their customers’
location to various service providers, such as mapAmobile [3]



or World-Tracker.Com [4]. Sprint and Bell Canada use Wave-
Market’s Family Finder technology [5] to allow parents to
track their children.

In our system model, a network operator always knows
its customers’ identity and location (unless a customer’s cell-
phone is turned off). In many existing location-based services,
a service provider also becomes aware of the customers’
location and identity.

B. Threat Model

The main threat that we address in this paper is a service
provider becoming aware of a customer’s location. A service
provider is allowed to learn the identity of the customer while
the customer is using the service, but the provider should never
learn the customer’s location.

It is important to address this threat because of the fol-
lowing reasons: A malicious service provider (or malicious
employees) could exploit location information for purposes
not sanctioned by a customer. For instance, the information
could leak to criminals planning on robbing the customer or
to stalkers. Even for non-malicious providers, leaks are still
possible. For example, software bugs can enable an attacker
to get unauthorized access to location information. Moreover,
an intruder into a machine running a location-based service can
passively monitor the service (and thus customers’ location) or
the attacker can actively query a network operator for location
information. Finally, government authorities can exploit legal
means to get access to the location information gathered by a
service provider.

To learn a customer’s location, a service provider can
sniff traffic exchanged between itself and a network operator,
perform traffic-analysis attacks on this traffic, and set up man-
in-the middle attacks. There are also some active attacks that
are easily detectable by a customer (see Section IV-B for an
example). While we defend against these active attacks, they
are not our main focus, since they are of limited interest for
a service provider. Namely, if the provider executed such an
attack, the customer could detect the attack and would stop
using the provider’s services.

III. ARCHITECTURE

Figure 1 illustrates our architecture for location-based ser-
vices that does not reveal location information to a service
provider. A customer sends a query to a network operator,
which forwards the query to a service provider. The service
provider generates a response and gives it to the network
operator, which forwards it to the customer.

Let us look at a network operator and at a service provider
in more detail.

A. Network Operator

A network operator implements the Query/Response For-
warder module, the Customer Information database, and the
Locator module.

The Query/Response Forwarder module forwards a query
from a customer to a service provider and forwards a response

from the service provider to the customer. There can be
multiple service providers. A customer can pick a provider
in her query or let her network operator know of her choice
beforehand. Data traffic exchanged between a network opera-
tor and a customer can exploit different means, such as SMS
or MMS messages or GPRS. Data traffic between a network
operator and a service provider uses TCP/IP. The response
received by a network operator from a service provider is
encrypted with the public key of the network operator. The
Query/Response Forwarder module decrypts the response and
checks whether the obtained plaintext corresponds to a dummy
response. Dummy responses can be required to thwart traffic-
analysis attacks (see Section IV-B) and are not forwarded
to a customer. For non-dummy responses, there is a second
layer of encryption; they are also encrypted with a customer’s
public key. This way, the network operator cannot learn
any potentially confidential information returned by a service
provider to the customer. The Query/Response Forwarder
module forwards an (encrypted) non-dummy response to the
customer.

The Customer Information database contains information
about a customer, such as billing information or her list of
subscribed services. For each customer, there is also a public
key, which will be used for encrypting her location information
(see below). The customer information and the public key
are established when a customer signs up with the network
operator.

The Locator module provides a customer’s current location
to a service provider, given the identity of the customer.
The module always encrypts a customer’s location with her
public key, kept in the Customer Information database, before
handing the information over to the service provider to avoid
that the provider (and traffic sniffers) can learn the customer’s
location. To avoid tampering attacks, the module also signs a
customer’s location with its private key.

B. Service Provider

A service provider implements the Location Information
database, the Customer Information database, the Query
Scheduler module, and the Trusted Computing module.

The Location Information database stores service-specific
information about locations, such as places of interests,
weather or road conditions, road maps, or satellite pictures.

The Customer Information database keeps service-specific
and customer-specific configuration information required for
answering queries from a customer. For example, a tracking
service stores the identity of people that are allowed to track
a cellphone.

The Query Scheduler module receives customer queries
from a network operator and forwards them to the Trusted
Computing module for processing. If required for this pro-
cessing, the Query Scheduler module retrieves (encrypted)
location information from the Locator module run by the
network operator and forwards this information to the Trusted
Computing module. When processing is finished, the Query



Fig. 1.
Computing module for processing the query and generating a response.

Scheduler module returns the response generated by the
Trusted Computing module to the network operator.

The Trusted Computing module is contacted by the Query
Scheduler module and processes customer queries. The mod-
ule has two main properties. First, it is possible for a customer
to remotely ensure that the module can access the customer’s
location only if the module’s software corresponds to a config-
uration approved by a customer (or a third-party auditor on the
customer’s behalf). Second, the service provider deploying the
Trusted Computing module cannot learn location information
that is being processed by the module.

We can use a Trusted Platform Module (TPM), as suggested
by the Trusted Computing Group (TCG) [2], to implement
this module. (We assume that the module is run on a ded-
icated machine.) In particular, we exploit the concepts of
remote attestation and sealed storage to guarantee the first
property mentioned above. Remote attestation lets an entity
verify whether the software (including operating system and
applications) running on a remote computer corresponds to
an expected configuration. Sealed storage prevents certain
encrypted information from being decrypted on a computer
unless the software running on the computer corresponds to
a given configuration. We apply these two concepts in the
following way: Each customer creates an asymmetric key pair
and gives the public key to her network operator, which stores
the key in the Customer Information database, as mentioned
in Section III-A. The Locator module uses this public key for
encrypting the customer’s location when being queried by the
service provider. The customer gives the corresponding private
key to the Trusted Computing module only if the customer (or
a third-party auditor on the customer’s behalf) approves the
software configuration of the module. This approval exploits
remote attestation. To avoid that the private key leaks upon
a compromise of the module, the module keeps the key in
sealed storage. In this way, if the module gets compromised
and its configuration changed by the intruder (e.g., installation
of a logging program), the private key becomes inaccessible
and the module can no longer decrypt the customer’s location.

To ensure that the service provider deploying the Trusted
Computing module cannot retrieve location information from
this module, we must take several additional precautions.
First, the software running on this module must never output
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location information in plaintext. For example, the information
should not be logged. Second, developers of the software
should take special care to ensure that location information
is immediately erased after its usage to decrease the risk of
this information being swapped to disk. (Alternatively, since
the Trusted Computing module is run on a dedicated machine,
swapping could be disabled.) Third, the service provider’s
privileges for the machine on which the module runs must
be limited so that the provider cannot inspect the memory of
the module, even if the provider has administrator rights on the
machine. In the case of Linux, SELinux [6] makes it possible
to limit the privileges of an administrator in this way. Fourth,
a TPM, as suggested by the TCG, protects against software-
based attacks, but not against (more expensive) hardware-
based attacks. We can defend against this kind of attacks by
implementing the Trusted Computing module on the XOM
processor architecture [7] or in a secure coprocessor. However,
the XOM architecture is not as widely distributed as TPMs and
secure coprocessors tend to be expensive and to have limited
computational power.

A customer (or a third-party auditor on her behalf) should
review the software configuration of the Trusted Computing
module. This software includes the operating system and
algorithms that are required by location-based services. The
customer can require that the operating systems corresponds to
a reference configuration (e.g., Linux kernel 2.6.17.8). In our
design, we strive to keep the algorithms simple, which makes
them easier to review. For additional security, the module can
employ secure logging [8], so that the customer can validate
processing of the module retroactively. Secure logging ensures
that log entries cannot be modified.

Let us review the individual components of the Trusted
Computing module. There is the Query Processor compo-
nent, which runs service-specific algorithms, as required by a
location-based service (see Section IV). The PIR component
and the Map Drawing component each provide a common
algorithm that is required by many location-based services.
Namely, the PIR component implements a Private Informa-
tion Retrieval (PIR) algorithm [1]. This algorithm allows the
Trusted Computing module to retrieve an entry from the
Location Information database without the administrator of the



database (i.e., the service provider) becoming aware of which
entry is being accessed. Without this component, the service
provider could learn which database entries are retrieved by
the Trusted Computing module, such as a road map for a
particular area, and hence learn a customer’s location. The
Map Drawing component is given a road map or a satellite
image, as retrieved from the Location Information database
by the PIR component, and draws additional information on
the map, such as the location of a customer’s friends.

A response generated by the Trusted Computing module
might allow the service provider to learn the customer’s
location and the network operator (or a traffic sniffer) to learn
other potentially sensitive information about the customer. To
avoid this attack, the module encrypts its response with the
customer’s public key. Namely, the customer creates a second
asymmetric key pair, in addition to the one used for encrypting
the customer’s location, and presents the public key to the
Trusted Computing module after inspecting the module. The
module generates a certificate that binds the public key to the
customer’s identity, using a private key kept in sealed storage,
and stores the certificate in the Customer Information database.
Later queries from the customer should be signed with the
customer’s private key to avoid tampering attacks. Due to the
same reason, the module should also sign responses with its
private key.

We are currently implementing the proposed architecture.
We discuss some implementation issues in the extended ver-
sion of this paper [9].

IV. SAMPLE LOCATION-BASED SERVICES

Let us now discuss how we can exploit the architecture
presented in Section III to implement a proximity service and
a tracking service. We discuss the implementation of other
services, such as a service to locate (nearby) friends, nearby
people with similar interests, or a navigation service, in the
extended version of this paper [9].

A. Proximity Service

In a proximity service, a customer informs the service
provider of her current location, and the provider returns
information about this location, such as places of interest, ad-
vertisements, or weather and traffic alerts. (All communication
occurs indirectly via the network operator.)

We exploit the PIR component in the Trusted Computing
module for retrieving information from the Location Infor-
mation database. This way we can extract this information
without the service provider becoming aware of the customer’s
location. In more detail, we implement the proximity service
in the following way: When receiving a customer’s query from
the Query/Response Forwarder module, the Query Scheduler
module retrieves the customer’s (encrypted) location from the
Locator module. The Query Scheduler module forwards the
query and the location to the Query Processor component in
the Trusted Computing module, which decrypts the customer’s
location and invokes the PIR component to retrieve relevant
information from the Location Information database. Next, the

Query Processor component optionally has the Map Drawing
component generate a map-based version of the information.
Finally, the Query Processor component signs and encrypts
the result and returns it to the Query Scheduler module, which
forwards it to the customer via the Query/Response Forwarder
module.

B. Tracking Service

A tracking service allows a customer to track a third party.
When the third party has left a boundary area, the customer
is warned.

The Query Scheduler module needs to ensure that the third
party has given consent to being tracked, as indicated in the
party’s privacy preferences stored in the Customer Information
database. If there is consent, the module queries the Locator
module for the location of the third party and hands over
the customer query, the encrypted location, and the boundary
area, as stored in the Customer Information database or in
the customer’s query, to the Trusted Computing module. The
Query Processor component verifies whether the third party
is within the boundary area. As required by the definition of
the service above, the Trusted Computing module needs to
generate a response for the customer only if the third party has
left the area. However, this approach is susceptible to traffic-
analysis attacks by the service provider. Namely, whenever
there is no result from the Trusted Computing module, the
provider concludes that the third party is within the boundary
area. Therefore, the Trusted Computing module should always
generate a response, potentially a dummy response, as outlined
in Section III-A.

The Trusted Computing module can also invoke the Map
Drawing component, instead of returning only a binary result
to the customer.

Our scheme allows a malicious service provider to become
a customer and to successfully issue queries that track a third
party, even though the third party has not consented. The
reasons are that consent checking is not part of the Trusted
Computing module and that the integrity of a party’s privacy
preferences is not ensured. We can address this attack by
moving consent checking into the Trusted Computing module
and by having a party digitally sign its privacy preferences.
However, this approach makes the Trusted Computing module
more complex. We prefer a retroactive approach, where the
Trusted Computing module employs secure logging to log
all requests. This way, a third party can identify a malicious
service provider and stop using the provider’s services by
revoking the public key used by the Locator module to
encrypt the party’s location. As stated in our threat model
in Section II-B, this is not in a provider’s interest.

V. RELATED WORK

Access control has been used as a tool to limit the number
of people or service providers that can access location infor-
mation. In the distributed systems developed by Spreitzer and
Theimer [10], Hong and Landay [11], and Tang et al. [12], a
personal agent or device controls access to a user’s location.



The drawback of a distributed architecture is that cyclic depen-
dencies can make it difficult to implement some location-based
services [13]. A centralized architecture, as proposed by Myles
et al. [14], does not suffer from this drawback. To increase
user privacy, Myles et al. suggest the usage of pseudonyms,
which is also proposed by Beresford and Stajano [15]. A
limitation of pseudonyms is that, as observed by Beresford
and Stajano, some location-based services require a user’s
true identity, such as a service to locate (nearby) friends.
Our architecture supports services that require a user’s true
identity [9]. In previous work [16], we studied the design
of a centralized architecture that exploits multiple sources of
location information.

Our approach avoids that a service provider becomes aware
of a customer’s location. Earlier work has explored privacy
issues in architectures that do not have this property. Gruteser
and Grunwald [17] introduce “location k-anonymity”’, where
a customer’s location is cloaked spatially or temporally such
that at least k£ customers are at the same location or have
visited the location within the same timeframe. Gedik and
Liu [18] and Duckham and Kulik [19] also exploit cloaking.
A drawback of cloaking is that it might decrease the quality
of a response received from a location-based service. Cheng et
al. [20] use probability to model this quality. They show that
to get better quality, the degree of cloaking (and thus location
privacy) needs to be reduced. Our approach guarantees perfect
response quality without revealing any location information
to a service provider. Mokbel et al. [21] also use spatial
cloaking and have a location-based service return a superset
of the information of interest to a customer. This approach
is problematic for cellphone users because of bandwidth and
processing constraints.

Ravi et al. [22] have a service provider migrate the code
implementing a service to a network operator. The operator
uses information flow control to ensure that the code does not
leak a customer’s location to the provider. This approach is
targeted at services that exploit aggregate location information
and does not support services that require precise location,
such as a tracking service.

VI. CONCLUSIONS AND FUTURE WORK

We have demonstrated that it is possible to build location-
based services for which the provider of these services does
not become aware of customers’ location. We are currently
implementing our architecture. Our implementation must take
special care to avoid traffic-analysis attacks. For example,
properties of ciphertexts, such as their lengths, must not leak
(implicit) location information to a service provider.
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