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Abstract. In this paper, we consider the problem of designing an information 

system for methods and means of commercial distribution of information prod-

ucts, using a personalized approach to visitors based on categories and tags for 

interesting visitors of information products. The designed system is the methods 

and means of reorganization in the online store, with the core of the automatic 

recommendation of tags (categories) in the form of a neural network with con-

trolled learning that provides the intelligence of the system as a whole. Provid-

ing a convenient site is key because online stores can help customers find the 

things they are looking for in a more versatile way. This allows visitors to man-

age their own buying experience, which helps to increase customer loyalty and 

makes them more inclined to return to the site for more purchases, which in turn 

greatly facilitates trade. The technologies of artificial intelligence will provide 

customers with better services and individual impressions. They also maximize 

the marketing efforts of the company, minimizing the need to spend money on 

ineffective advertising campaigns. The purpose of the intellectual system of In-

ternet commerce is to provide unique content based on the approach of person-

alization and the use of tags.  
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1 Introduction 

The main idea of the neural network is to simulate or copy in a simplified, but reliable 

way, the many densely integrated brain cells inside the computer to learn things, rec-
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ognize patterns and make decisions in a human way [1]. An amazing thing about the 

neural network is that you do not have to program it; it will know everything by itself, 

just like the brain [2]. However, this is not a brain. Artificial neural networks are a 

type of artificial intelligence that tries to reproduce the work of the human brain 

[3]. They can learn from experience, recognize patterns and predict trends, they can 

tell which tactics people have been exposed to in a marketing campaign, and what 

should be discarded and rethought [4]. It's important to note that neural networks are 

usually simulation software, they are created by programming very simple computers 

that work very traditionally with conventional transistors and consistent-

ly logically connected so that they behave as if they are built from billions of high 

interactions [5]. The cells that work in parallel. Nobody ever tried to build a computer 

by connecting transistors in a tightly parallel structure, just like a human brain [6]. In 

other words, the neural network is different from the human brain just as the computer 

model of the weather differs from real clouds, snowflakes or sunlight [7]. Computer 

simulations are simply assemblies of algebraic variables and mathematical equations 

that bind together, in other words, numbers are stored in fields whose values are con-

stantly changing [8]. 

2 Structure of Neural Networks 

A typical neural network has something from several tens to hundreds, thousands, or 

even 1,000,000 of artificial neurons, which are called units that are arranged in series 

of layers, each of which connects to a layer on both sides [1,9]. Some of them, known 

as input units, is intended to receive various forms of information from the outside 

world that the network will attempt to identify, recognize, or otherwise handle 

[10]. Other units sit on the opposite side of the network and signal how it corresponds 

to the information received, they are known as output units [11]. Between input de-

vices and output blocks there are one or more layers of hidden blocks that together 

form the majority of the artificial brain [12]. Most neural networks are fully connect-

ed, which means that each hidden block and each output block are connected to each 

block in layers on both sides [13]. The connection between one unit and the other is 

represented by a figure that is called a weight, which can be positive (if one unit ex-

cites the other) or negative (if one unit depresses another). The higher the value, the 

more one unit affects the other [14]. This corresponds to how actual brain cells pro-

voke each other through tiny spaces called synapses. The fully connected neural net-

work consists of input units (red), hidden units (blue) and output units (yellow), with 

all units connected in layers on both sides [15-18]. The entrances are left to the left, 

activate the hidden blocks in the middle, and output the exit from the right edge. The 

value of the connection between any two blocks is gradually adjusted as the network 

learns (Fig. 1) [19]. Information flows through the neural network in two ways 

[20] When she learns or works in normal mode (after training), samples of infor-

mation enter the network through the input units that cause the layers of hidden ele-

ments, and they, in turn, come in the output blocks [21]. This general design is called 

the promotion network. 



 

Fig. 1. View of the neural network 

Not all items are running all the time. Each subsequent element receives its data 

from the neighboring element on the left and the number of nodes on which they are 

further transmitted multiplies the input data [22]. Each unit adds all the inputs it re-

ceives thus in the simplest type of network if the amount exceeds a certain threshold, 

the item is triggered and triggers items connected to the right side of it. In order for 

the neural network to learn, there must be an element of feedback - just as children 

learn, telling them what they are doing right or wrong [23]. In fact we are all user 

feedback. Think again, when you first learned to play the game like bowling. As you 

took a heavy bullet and roamed along the path, your brain watched as quickly as the 

ball moved, with which trajectory, and noticed how close you were to before falling 

into the pin [24-25]. Next time you mentioned that you did wrong, changed the 

movements accordingly, and tried to throw the ball a little better [26]. So you used the 

feedback to compare the results you wanted, with what actually happened, find out 

the difference between the two and used it to change what you did next time: "I need 

to throw more", "I need a little more left", "I need to release later", and so on. The 

greater the difference between the predicted and the actual result, the more radical 

you would change your actions [27]. Neural networks study things in exactly the 

same way, usually with the backup process called back-propagation [28]. This in-

volves comparing the output data generated by the network with the data you need 

[29]. Using the difference between them to change the value of connections between 

units in the network, working from the output units through hidden units to the output 

units by going backwards [30]. Over time, reverse propagation causes the network to 

learn, reducing the difference between actual and predictable output until they exactly 

match, so the network reflects things exactly as it should be [31]. 

Once the network has been trained with a sufficient number of learning examples, 

it reaches a point where you can present it with a completely new set of input data you 

have never seen before and see how they react [32]. For example, suppose you have 

trained the network by showing it many chairs and tables of photographs presented in 

the proper way that it could understand, and say whether each one is a chair or a table 

[33]. By showing, say, 25 different chairs and 25 different tables, you draw a picture 

of some new design that you have not seen before - say, a chaise longue - and see 

what happens. Depending on how you have taught her, she will try to classify a new 

example or as a chair or table summarizing based on experience, just as in a person. 



This does not mean that the neural network can simply "look" on the furniture and 

react immediately to them sensibly [34]. She does not behave like a man. The net-

work actually does not look at the furniture. Enter the network, in essence, binary 

numbers: each input block or on or off. Therefore, if you have five input blocks, you 

can submit information about five different characteristics of different chairs using 

binary (yes / no) answers [35]. Questions can be [36]:  

1. Do he have a back? 

2. Does he have the upper hand? 

3. Has a soft upholstery? 

4. Can you sit on it comfortably for a long period? 

5. Can you put many things on it? 

A typical armchair will then be displayed as "Yes", "No", "Yes", "Yes", "No" or 

"10110" on the binary network, while the default table may be "No", "Yes", "No" 

"No", "Yes" or "0100". So, during the phase of learning the network simply looking at 

many numbers, such as 10110 and 01001 [37].  

Based on this example, you may see many different neural network applications 

that recognize pattern recognition and make simple decisions about them. In aircraft, 

you can use a neural network as a base autopilot, with incoming devices read signals 

from various cockpit devices and output devices that modify the airplane control ac-

cordingly to safely keep the course. Inside the factory, you can use a neural network 

for quality control [38]. Suppose you do a laundry detergent where a complex chemi-

cal process takes place. You can measure the final detergent in different ways: its 

color, acidity, thickness or other, to supply these measurements to your neural net-

work as input, and then the network decides whether to accept or reject the package. 

There are many applications with neural networks in safety too. Let us say you 

work in a bank in which many thousands of credit card transactions pass through your 

computer system every minute. You need a quick automated way of detecting any 

operations that may be fraudulent and that is why the neural network is perfectly suit-

ed [39]. Your inputs would be such things as  

1. Is the cardholder present really? 

2. Have you used a valid PIN? 

3. Does have five or more transactions, with this card in the last 10 minutes? 

4. Is the card in another country from which it is registered used? 

In the presence of sufficient prompts, the neural network can detect suspicious trans-

actions, which allows the operator to staff more accurately examine them. In a 

very similar fashion, the bank can use the neural network to help it decide whether to 

give loans to people based on their past credit history, current income and seniority. 

In general, neural networks have made computer systems more useful, making them 

more human [40]. 



3 Neural network based on the Hashtable 

Neural networks are formed from layers of similar neurons. Most neural networks 

have at least an input layer and output. The input layer represents the input pattern, 

and then the output pattern returns from the output layer. What happens between the 

input and output layers is a black box. At this stage, we are not yet interested in the 

internal structure of the neural network. There are many different architectures that 

determine what is going on between the input and output layers. You can design a 

neural network as something like a hash table in traditional programming. In tradi-

tional programming, the hash table is used to display the keys to values. Somewhat 

resembles a dictionary [41-43]. The following can be developed as a hash table: 

 
This is a reflection between the words and the definition of each word.  This is a hash 

table, as you can see in any programming language. Used the key of the string, to 

another value of the string. You give the dictionary a key. It returns a value. That is 

how most neural networks operate.   One neural network called two- way associative 

memory actually allows you to also pass the value and receive keys [44-49]. 

The programming hash tables use keys and values. For example, a template that is 

sent to the input layer of a neural network is very similar to the process of inputting a 

key into a hash table. Similarly, the value returned from the hash table as a template is 

similar to the one that returns from the source layer of the neural network. The com-

parison between the hash table and the neural network works well; however, the neu-

ral network is much larger than the hash table. What happens to the above hash table 

if you had a word that is not on the table? For example, if you had to pass in the key is 

"written". The hash table will return null or indicate that it is not possible to find the 

specified key. Neural networks do not return an empty result! They find the closest 

value. They will not only find the closest value, but they will also modify the conclu-

sion to guess what would be in the absence of meaning. Therefore, if you are "input" 

to the above neural network, you will probably get what you would expect to "out-

put". There is not enough data for the neural network to change the response since 

there are only three samples. This way, you will probably get one of the other keys on 

the output. Let us start with the fact that we consider the XOR operator as if it were a 

hash table. If you are not familiar with the XOR operator, it works the same way as 

operators AND and OR. For AND to be true, both sides must be true. In order for OR 

it to be true, any party must be true. In order for XOR to be true, both sides must be 

different from each other. The truth table for XOR is as follows [50-53]. To continue 

an example of hash tables, the truth table is presented as follows. 

       



These displays show the input and the ideal expected output for the neural network. 

Non-controlling training is also an iterative process. However, the calculation of the 

error is not so simple. You do not have an expected output, so you can not measure 

how uncontrolled the neural network is from the ideal exit, because you do not have 

an ideal exit. Often you will just repeat several iterations, and then try to use the net-

work. If she needs additional training, then this training. Another very important as-

pect of the above training data is that it can be used in any order. The result "0" XOR 

"0" will be "0", regardless of how you look. This does not apply to all neural net-

works. For the XOR operator, we would probably have used the type of neural net-

work, which is called feedforward [54-58]. 

4 Training Procedure and Designation 

Tegger automatically assigns four false tags, two at the beginning and two at the end, 

for the target statement, and the neural network learns to automatically assign mor-

phosyntactic descriptions that take into account the context, that is, two previously 

assigned tags and possible tags for the current and the next two words [59-64]. 

In our environment, a learning example consists of functions extracted for a single 

word within a state as an introduction, and this is a morphosyntactic description with-

in this expression as a derivation. Functions are extracted from 5 words oriented to the 

current word. A vector that encodes or is assigned a morphosyntactic description, or 

its possible morphosyntactic descriptions characterizes one word. To encode possible 

morphosyntactic descriptions, use Equation 1, where each possible attribute has one 

corresponding position inside the encoded vector [65-67]. 
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The following three vectors are used to encode possible morphosyntax descriptions 

for the current word and the following two words. During training, we also calculate 

the list of suffixes with the corresponding morphosyntax descriptions used during 

execution to create a possible morph-syntax vector for unknown words. When such 

words are found in the test data, we approximate their possible morphosyntax vector 

using the variant of the method proposed by Brants. When a tag is applied to a new 

statement, the system iteratively calculates the output morphosyntactic description for 

each individual word. After the tag is assigned to one word associated with that word, 

the vector changes so that it will have a value of 1 for each attribute present in its re-

assigned morphosyntax. As a result of coding of each attribute separately morphosyn-

tax descriptions Tegher can assign new tags that have never been associated with the 

current word in the learning process. Although this is good behavior for working with 

unknown words, it often refers to the fact that it assigns an attribute value that is not 

valid for wordform. To overcome these types of errors, we use an additional list of 

words with their permitted morphosyntax descriptions [68-73]. For the word OOV, 

the list is calculated as an association of all morphosyntactic descriptions appearing 

with the suffixes that apply to that word [74-85]. When the tag has to assign an amor-



phous- syntactic description to a particular word, it chooses one of the morphosyntac-

tic descriptions of possible word forms in its list with a word using the simple dis-

tance function: 

 





n

k

kk
Pe

eo
0

min  (2) 

where: P is a list of all possible morphosyntax descriptions for a given word;  

n is length of encoding of morphosyntactic descriptions (110 bits); 

o is output of the neural network for the current word; 

e is binary coding for morphosyntactic descriptions in P. 

5 The Evolution of Artificial Intelligence in E-Commerce 

Client-Oriented Search. Amir Königsberg is the current CEO of Twiggle, a business 

that allows e-commerce search engines to think like humans [1-3]. Consumers often 

refuse e-commerce, because the reflected products often do not meet the needs of the 

user [4-9]. To solve this problem, Twiggle uses natural language processing to im-

prove search results for online shoppers. Another business that is trying to improve e-

commerce search is Clarifai in the United States. Clarifai’s early work focused on 

visual search elements, and their website says their software is "artificial intelligence 

with vision." They allow developers to create smarter applications that "see the world 

as you", giving companies the ability to develop client-centric experience through 

enhanced image and video recognition [1-6]. By using machine-learning technology, 

software with artificial intelligence automatically adds tags, organizes and searches 

content by marking the properties of an image or video. The use of artificial intelli-

gence gives companies a competitive advantage and is available to developers or 

businesses of any size or budget. An excellent example is the recent update of Pinter-

est to its Chrome extension, which allows users to select an object on any photo on 

the Internet, and then use Pinterest to search for similar objects using the image 

recognition software. Not only does Pinterest present a new search experience with 

artificial intelligence. New software platforms that control e-commerce create innova-

tive visual search capabilities. As well as finding relevant products, artificial intelli-

gence allows buyers to find additional products, whether they are size, color, shape, 

fabric or even brand. The visual capabilities of such software are outstanding really. 

Initially getting visual signals from downloaded images, the software can successfully 

help the customer find the product. All that is visual, thanks to artificial intelligence, 

consumers can easily find such things through e-commerce stores [1-13]. 

Personal Contact with Chatbots. Trade now focuses on people, not on the mass 

market. For consumers there are plenty of places, where you can make purchases on 

the Internet. Many e-commerce retailers are sophisticated becoming more with their 

capabilities of artificial intelligence to attract attention, and one widely developed 

approach is called "spoken trades". In the e-commerce world, it combines visual, 

vocal, written, and intellectual capabilities. The needs of consumers are developing 



rapidly, in turn; retailers try not to lag behind. If brands want to survive, this is one of 

the priority business strategies that need to be met. The use of artificial intelligence 

with the help of "chat-bot" is just one of the ways to spoken [1-13]. 

Virtual Assistants. Sometimes we need help online. We are all familiar with Siri, 

Google Now and Alexa, and they have successfully introduced us to the idea of talk-

ing with a phone, a laptop. Virtual assistants relate to the processing of natural lan-

guage and the ability of the machine to interpret what people are saying in words or 

text. So, what does this mean for e-commerce retailers? Let's take a look at the virtual 

assistant Amazon, Alexa. Their virtual assistant, who has recently become one of the 

most prominent voters in commerce, has been successfully integrated into their own 

Amazon products as well as products from other manufacturers. For example, using 

Alexa on Echo Amazon, customers can open local concerts for the next weekend 

through StubHub, order a taxi through Uber, or even order delivery of dinner with 

Domino and track the status of the order in real time. Even more popular 1-800-

Flowers in the US even allow consumers to send flowers to their loved ones with a 

voice. Virtual assistants influence how customers buy and provide a creative oppor-

tunity for e-commerce retailers to take advantage of these benefits [1-13]. 

Recommendations for clients. By using artificial intelligence, brands can scan 

more intelligently and efficiently data to predict customer behavior, and offer relevant 

and useful recommendations to individual consumers [1-13]. This level of intelligence 

is vital to meeting the needs of consumer purchases. Starbucks is actively engaged in 

this process, using artificial intelligence to analyze all the data that it has gathered for 

its customers, and providing more personalized offers. For example, recently 

launched My Starbucks Barista, which uses artificial intelligence to allow customers 

to place orders using voice commands or messages. The algorithm uses a variety of 

inputs, including account information, consumer preferences, purchase history, third-

party data and context information. This allows coffee houses to create and provide 

more personalized messages and recommendations to their customers. The desire of 

many e-commerce companies is to provide the best way to online distribution on the 

Internet, offering customers an impeccable way to find the products they are actively 

seeking. The recommendation process is widely practiced by retailers of e-commerce 

to help customers find the best solution. For example, Amazon makes recommenda-

tions to users depending on their activity on the site and any previous purchases. Net-

flix makes recommendations for television and cinema based on user interaction with 

categories such as drama, comedy, and more. Providing tailor-made advice helps 

people find what they are looking. 

6 System Analysis and Reasoning of the Problem 

The growth of the Internet, the amount of information and products available on indi-

vidual websites, has increased exponentially (Fig. 2).  

Today, Google indexes over 30 trillion web pages, Amazon sells 232 million prod-

ucts, Netflix has over 10,000 titles, and more than 100 hours of video uploaded to 

YouTube on a weekly basis. Although such large assortments provide consumers with 



a sufficient choice, they also complicate the placement of the exact product or infor-

mation they are looking for.  

 
Fig. 2.  UML Diagram for Online Store 

Therefore, most businesses have adopted a personalization model based on a query 

that helps consumers find the product or information that best suits their needs.  To 

address the tasks described above, an e-commerce website needs to develop an intel-

ligent decision-making system that, when adding content to the reader of each new 

product in the e-commerce application provides an expanded product description 

and will provide the appropriate recommended categories and tags using synonymous 

variations. The synonym row will be determined by means of a neural network and a 

"list of algorithms". An example of application will be implemented based on. Net 

CMS Sitecore. Which owns the personalization tools available to expand and add 

their own development based on the available core- functionality (Fig. 3-6). Personal-

ization is a method of displaying targeted, relevant content for users based on their 

characteristics and behavior, such as location, gender, or previous visits.   With per-

sonalization, you can make sure that the right content reaches the right users, for ex-

ample by showing, hiding or configuring content. 

 

Fig. 3.  Using an online store 



 

Fig. 4.  Personalize content 

 

Fig. 5.  Adding a product 

Among other things, you can use personalization to: 

 Show other content for users based on their geographic location. 

 Hide user registration form that has previously filled out the form. 

 Edit text on a banner website based on a user's site link. 

 Controlled Training Neighborhood and Breakdowns on Tokens 

Text tokening is a process of splitting a string containing text into separate tokens. As 

a result, there is a reduction in the number of words to the abbreviated root of the 

word, which makes it easy to compare the equality of similar words. Tagging is the 

definition of which part of each word is in the input text. Labelling is complicated by 

many words that have different parts of the speech depending on the context (for ex-

ample, bank the airplane, the river Bank, etc.). The code in this section can be found 

in the src / com / knowledge books / NLP / fast tag / FastTag.java ZIP and src / com / 

knowledge books / NLP / util / Tokenizer.java ZIP files. The required data files are 



located in the lexicon.txt file (for processing English text) and lexicon medpost.txt 

(for medical processing text). Before processing any text, we need to split the text into 

separate tokens. Tokens can be words, numbers, and punctuation symbols. 

The Tokenizer class has two static methods; both take the input string for a token and 

return a list of tokens. The second method has an additional argument for determining 

the maximum number of tokens: 

 

 

Fig. 6.  ER Chart for Online Store. 

The src/com/knowledgebooks/nlp/fasttag/README.txt file contains information on 

where to get the original Eric Brillan tagging system, as well as tag definitions for 

both of its Lexicon and Medpost vocabulary. Examples of tag description: 



 

Fig. 7. The most commonly used tags 

The following list shows a sample code snippet using this class with the output: 

 
This code snippet displays the following: 

 
For many applications, it's best to pull out word tokens to simplify the comparison of 

similar words. For example, "run" and "launch" everything to "run". The set of words 

we will use is in the src / public file domain / stemmer.java. At the end of the class, 

there are two convenient APIs, one to create a string of several words, and one to 

create one token of the words:  

 

FastTag used machine-learning techniques to learn the rules of transition for text tags 

using handwritten text as an example of learning. The Java version is located in the 

file src / com / knowledge books / nlp / fasttag /FastTag.java. 

So, we will process the string "fair JJ NN RB" as a hash key "fair", and the hash value 

is an array of rows (currently only the first value is used, but I save other values for 



future use): . The list the remaining eight rules in the short syntax 

here: 

 

This rule states are accompanied that if the determinant (DT) in the word token of the 

index i-1 by the last time the verb (VBD) or the current verb (VBP), then the type of 

the tag changes to i for "NN". 

7 Conclusions 

In this paper, we consider the problem of designing an information system for meth-

ods and means of commercial distribution of information products, using a personal-

ized approach to visitors based on categories and tags for interesting visitors of infor-

mation products. The designed system is the methods and means of reorganization in 

the online store, with the core of the automatic recommendation of tags (categories) in 

the form of a neural network with controlled learning that provides the intelligence of 

the system as a whole. The developed system has classes and subclasses to which real 

information products will belong, logical links between them are built with which 

intellectual feed of the content should take place. The system of commercial distribu-

tion of information products in the future will be able to bring real income to its own-

er, which will be in demand among users of the World Wide Web. It should also be 

noted that the topic of Internet commerce in the context of e-business is more 

than ever relevant in our time, the time of rapid development of information technol-

ogy, as to me the future of commerce on the Internet. It is already very popular to 

order any copyrighted information products. Therefore, who will understand this 

trend in the market of commerce in general, and will successfully be able to fit into it 

- will receive serious dividends. 
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