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ABSTRACT

We study the problem of privacy in human mobility data,
i.e., the re-identification risk of individuals in a trajectory
dataset. We quantify the risk of being re-identified by the
metric of uniqueness, the fraction of individuals in the dataset
which are uniquely identifiable by a set of spatio-temporal
points. We explore a human mobility dataset for more than
half a million individuals over a period of one week. The
location of an individual is specified every fifteen minutes.
The results show that human mobility traces are highly iden-
tifiable with only a few spatio-temporal points. We pro-
pose a modification-based anonymization approach that is
based on shorting the trajectories to reduce the risk of re-
identification and information disclosure. Empirical, experi-
mental results on the anonymized dataset show the decrease
of uniqueness and suggest that anonymization techniques
can help to improve the privacy protection and reduce pri-
vacy risks, although the anonymized data cannot provide
full anonymity so far.

1. INTRODUCTION

The availability of mobility and location data around us
is exploding due to the prevalence of mobile devices such as
cell phones and tablets. Mobility traces of people are now
routinely collected at a large scale, for example, by cellu-
lar network operators, location-based services, and location-
enabled social network platforms. The study of human mo-
bility can potentially unlock great value for both commercial
players, as well as the public sector. Location data can, for
example, assist city traffic planning, and intelligent trans-
portation [9], as human movement patterns are not likely to
significantly change over time [3, 22, 20, 18]. Individuals can
also directly benefit from location-based services which pro-
vide personalized services to smartphone and tablet users,
such as navigation, tracking, and recommendations for en-
tertainment or new friendships. These location-based ser-
vices heavily rely on the availability of location data, for
example through location information sharing and location-
aware information retrieval [17].

However, serious threats are posed to users’ privacy when
they share their location data with location-based service
providers via queries for location-based information. More-
over, with the increasing need and desire to share or publish
location information, the privacy concerns are significant.
Various potentially sensitive details about the users personal
information can be inferred with mobility traces [1]. Remov-

*This work was done during an internship at SAP.

Daniel Dahlmeier
SAP Research & Innovation
d.dahimeier@sap.com

Stephane Bressan
National University of
Singapore
steph@nus.edu.sg

ing personal identifiers, e.g., name or social security number,
is not enough for privacy protection [19]. Although the pub-
lished trajectories are often made anonymous in that the
true identities of individuals are replaced by random iden-
tifiers, the individuals are highly identifiable when partial
knowledge of their whereabouts are publicly observable or
disclosed by themselves voluntarily. Interested third par-
ties can learn such information directly or indirectly, and
the privacy concern remains. Ma et al. [14] proposed sev-
eral privacy attacks in which adversaries are equipped with
different amounts of information about the target. Their in-
vestigation shows that a relatively small amount of snapshot
information is sufficient for the adversary to re-identify a tar-
get in a set of anonymous traces or infer the whereabouts of
a target either uniquely or with high probability.

Anonymization approaches have been proposed to help
improve privacy protection, e.g., by reducing the granular-
ity of location information. However, the ability of privacy-
preserving mechanisms to protect privacy is in question.
DeMulder et al. [6] demonstrate that even though cell lo-
cations blur the exact locations of users, a sequence of cells
allows an adversary to identify individuals with a very high
probability. Using real-world location traces of mobile users
and measuring the rates of correct identification of anonymized
traces, they assess the extent to which anonymized location
records from cell-based mobile phone networks can be linked
back to previously extracted user profiles. Their work con-
cludes that removing identifiers from location information,
or reducing the granularity of the location or time, does not
prevent disclosure of personally identifiable information.

In this paper, we study trajectory privacy based on a
large-scale mobility dataset, The dataset contains spatio-
temporal points with true identifiers replaced by synthetic
identifiers. All points with the same identifier form a tra-
jectory for the corresponding user. We quantify the privacy
risk by examining the uniqueness of the trajectories when
the adversary has different amounts of partial knowledge.
Specifically, we assume that the adversary may know a cer-
tain number of spatio-temporal points among the trace of a
target user. We measure the number of trajectories that the
adversary can find based on the existing knowledge. The
trajectory is unique and re-identification is successful if only
one trajectory is found. Our results show that human mo-
bility traces are highly identifiable, even with only a few
spatio-temporal points.

To reduce the privacy risks, we propose a simple and effec-
tive anonymization method. The main idea of the method
is to “cut” long trajectories into several short trajectories



according to different time windows. These shorter trajec-
tories are then assigned different user identifiers for each
time window. We show that the uniqueness measured on
the anonymized trajectories is reduced, and thus the pri-
vacy risk is being decreased.

Anonymization always comes at the cost of data utility [2,
13]. Thus, the success of the anonymization method heav-
ily depends on the success of preserving the data utility.
Trajectory anonymization techniques are expected to pre-
serve privacy while retaining data utility to support useful
queries, e.g., aggregated analysis and temporal queries [4].
Our anonymization method maintains the a high level of
data utility by retaining all the original information in terms
of the spatio-temporal points within each time window and
adding no dummy points or false information.

The rest of the paper is organized as follows. Section
2 presents the related work on privacy and anonymization
of location and trajectory data. Section 3 describes our
anonymization approach. Section 4 describes the dataset
and pre-processsing. Section 5 presents experiments and re-
sults. Section 6 discusses the findings. We conclude the
paper in Section 7.

2. RELATED WORK

There has been a significant amount of work that has stud-
ied privacy and anonymity in location-based data, including
methods to quantify privacy risks and anonymization tech-
niques to counter such risks. In this section, we provide an
overview of prior work that is most relevant to our work.

Zang et al. [21] examine the human mobility by the top
N locations for each individual in a large-scale dataset of
call data records. They consider anonymization techniques
based on generalization of the granularity level in the time
domain or in the spacial domain. They compare the number
of users that can be uniquely identified by a given set of such
locations at different granularity levels both before and af-
ter anonymizing the data. They find that releasing location
data anonymized with their method still carries a high risk
of privacy breach or the data needs to be very coarse in the
time domain or space domain, in which case the data util-
ity decreases significantly. They measure the utility of the
anonymized traces by the cumulative density function and
the entropy of the locations visited by each user at different
granularity levels.

Golle and Partriage [10] examine the re-identification risk
based on home and work locations based on a very large
dataset representative of the whole U.S. working popula-
tion. The concept of anonymity set is defined for measur-
ing privacy. They point out that the location traces are
at great risk when both the home and work locations can
be deduced. To prevent the traces from re-identification, a
considerable amount of location obfuscation, coarsening the
data spatially, is needed before release.

Neigiz et al. [15] adopt the notion of k-anonymity [19]
to trajectories and propose a novel generalization-based ap-

proach for trajectory anonymization as well as a randomization-

based reconstruction algorithm for releasing anonymized tra-
jectory data. The effectiveness of the proposed techniques
is tested on both real and synthetic data and measured by a
log distance. The method is effective in that every trajectory
is indistinguishable from k-1 other trajectories.

Gao et al. [8] propose an anonymization model based
on the same notion, k-anonymity. They consider trajectory

similarity and direction for finding optimal anonymity sets
and trajectory distance for data utility. Their experiments
on synthetic data shows the effectiveness of their model re-
garding both privacy protection and data utility.

Freudiger et al. [7] focus on quantifying the privacy risks
induced by using location-based services. They evaluate the
success of location-based services in predicting the true iden-
tities of pseudonymous users and their points of interest on
real mobility traces. They confirm the ability of location-
based service providers to uniquely identify users based on
a small number of location samples observed from the users.
The effects of data type and quantity to the identification
ability are explored. Our work is different from theirs as we
further investigate the effects of the anonymization method
that we propose.

Shin et al. [17] give an overview of the existing privacy
protection schemes. Privacy is classified into two groups:
query privacy e.g., whether a user can be identified, and lo-
cation query e.g., whether a user can be accurately located.
The privacy protection schemes are reviewed from three cat-
egories: policy, location perturbation and obfuscation, and
private information retrieval based approaches.

A good survey of state-of-the-art privacy-preserving tech-
niques can be found in [4]. The authors give an overview
of location privacy, trajectory privacy, and the anonymiza-
tion techniques respectively, e.g., false locations and space
transformation for location anonymization. Spatial cloak-
ing, mix-zones for trajectory anonymization. They summa-
rize and categorize several anonymization techniques, e.g.,
[12, 11, 16].

Montjoye et al. [5] who find that human mobility traces
are highly unique by studying fifteen months of human mo-
bility data for one and a half million individuals. Quanti-
fying the privacy risk by measuring the uniqueness of hu-
man mobility traces on both original data and spatially and
temporally coarsen data, they conclude that even coarse
datasets provide little anonymity. Our work is inspired by
their work. Similar to their approach, we quantify privacy
risk by estimating the uniqueness of trajectories. However,
our work differs in that we calculate the average uniqueness
based on the whole dataset rather than based on a random
sample from the dataset. We also propose an anonymiza-
tion method and further investigate the effectiveness of the
method.

3. TRAJECTORY ANONYMIZATION

A trajectory tr; consists of an ordered set of spatio-temporal
points, denoted as {< pi,t1 >,< pa2,ta >,...,< pj,t; >
s ey < Dn, tn >} where each tuple p; =< z;,y; > represents
a point location with geographic coordinates z; as longitude
and y; as latitude. t; represents the corresponding times-
tamp. The number of spatio-temporal points n equals to the
size of the set |tr;|, i.e., the total number of points in tra-
jectory tr;. The total number of trajectories in the dataset
is denoted as N.

3.1 Problem Definition

Let {tr;}i=1,...,~v be the original trajectory dataset con-
sisting of a set of NV static trajectories, i.e., the trajectories
are fixed and are not changing or being extended any more.
Each trajectory tr; is associated with a unique synthetic
identifier u;. We assume an adversary whose goal is to re-
identify one or more trajectories in the dataset, that is the



adversary’s goal is to be able to map one or more synthetic
identifiers to real user identities. In this paper, we assume
that the adversary is equipped with additional knowledge
of the partial trajectory of a user in the form of a limited
number of points that that the user has visited at particular
times. In other words, we assume that the adversary knows
part of the trajectory which is denoted as a number of m
spatio-temporal points {p;|1 < j < n}.

The anonymity or privacy risk associated with the release
of dataset is quantified by the uniqueness of the trajectories
[5]. Uniqueness of trajectories is defined as follows:

>0
= (1)

where §; = 1 if |[{tri|{p;]1 < j < n} C tr;}| = 1. Oth-
erwise 0; = 0 It measures how likely a trajectory can be
re-identified by the adversary. High uniqueness indicates a
high probability of success of re-identification, and thus high
privacy risk. The goal of anonymizing the trajectory dataset
is making it difficult for an adversary to re-identify trajecto-
ries by decreasing the uniqueness of the trajectories. In the
following section, we show a simple and efficient algorithm
to decrease the uniqueness of the trajectories.

uniqueness =

3.2 Anonymization method

To reduce the privacy risk, we propose a simple but effec-
tive method for anonymizing trajectory data. Our method
is based on the insight that the uniqueness of a user’s tra-
jectory increases with the length of the trajectory. Take, for
example, the trajectory of a single user over a duration of 24
hours. For the trajectory to be not unique, there has to be at
least one other user who has been in the same location as the
first user for every point in time during that 24 hour inter-
val. It is obvious that the chance of such a set of other users
existing is low and that the chance is diminishing the longer
the trajectory is. On the other hand, for a short period of
time, let’s say a few hours, we can expect that there is a good
chance of other users being in the same location, at least in a
densely-populated urban environment. Instead of reducing
the resolution of the location information, we disintegrate
the trajectories into a set of shorter sub-trajectories for dif-
ferent time windows by “cutting” the original trajectories
into shorter sub-trajectories that we expect to have lower
uniqueness. Note that our method provides a simple mech-
anism to balance privacy and utility of the trajectories. At
one extreme, we can cut all trajectories into sub-trajectories
of length one, essentially reducing the trajectories to a den-
sity map which has high privacy guarantees but destroys all
information about the movement patterns of the users, at
the other extreme we can decide not to cut the trajectories
at all, keeping the original data with all information but
without adding any privacy.

Formally, a trajectory tr; with points {< p1,t1 >, < p2,t2 >
ey < Pjyti >,y < Pn,tn >} can be divided into k sub-
trajectories {try; }j=1,... k according to the timestamps of the
points. Let ¢ be the whole recording period of the dataset.
Each sub-trajectory tri; C tr;,1 < j < k of trajectory tr;
contains a set of points {< pm,tm > [(j — 1)E < tm <
]%} that fall into the j-th time window. For each sub-
trajectory, we assign a new random user identifier u;;, thus
effectively “cutting” the original trajectories into shorter sub-
trajectories that cannot directly be linked together to the
original trajectory. Figure 1 shows an example of a trajec-
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Figure 1: An example of a trajectory that is “cut”
into several sub-trajectories with window size 6
hours, indicated by different colors.

tory that is “cut” into multiple sub-trajectories with window
size of 6 hours.

The only input parameter for this method is the window
size, i.e., the length of duration. The method is simple and
efficient. It has a low computation complexity which is linear
in the number of records. Therefore it is scalable on very
large datasets.

4. DATASET DESCRIPTION AND PREPRO-
CESSING

Our dataset contains one week of mobility data for 1.14
million people with 56 million records in total. Each record
consists of one user identifier and one spatio-temporal point
<xi,¥yi, t;i>. The true identities have been replaced by syn-
thetic identities. The location of an individual was recorded
every fifteen minutes. The spatial resolution of the data is
equal to that of a fixed set of discrete locations rather than
the exact locations of the users. The whole dataset contains
about 1,700 unique locations.

Distances between two locations can be calculated by their
Euclidian distance (2-norm): ||p; — pj||. The smallest dis-
tance (min||p; — p;||) between any two points is about 0.11
km while the largest distance (maz||p; — p;||) is about 49
km.

We preprocess the dataset in two steps. First, we filter the
raw data to increase the data quality. Like any large, real-
world data set, the original data contains some noise which
should be removed to arrive at a more meaningful analysis.
We found that the original dataset contained some dupli-
cate records as well as many “singleton” users with only one
location throughout the whole week. We filter out the du-
plicate records from the dataset and remove records for all
users with only one record location to improve the efficiency
of uniqueness computation. The filtered dataset contains
0.63 million users. Second, we extract trajectories from the
records, i.e., we extract the ordered set of spatio-temporal
points for each user. Each user u; corresponds to exactly
once trajectory tr;. Table 1 shows an overview of the pre-
processed dataset.



number of locations ~ 1,700
number of timestamps 672
number of trajectories 633,798
records in the original data | ~ 56,000,000
records in the cleaned data | ~ 43,000,000
users in the original data ~ 1,100,000
users in the cleaned data ~ 630,000
minimum number of points

in one trajectory 3
maximum number of points

in one trajectory 672
average number of points

in one trajectory 56

Table 1: Statistics of dataset

5. EXPERIMENTAL ANALYSIS

We estimate the average number of points needed to uniquely

identify the trajectory of an individual by calculating the
uniqueness on the dataset both before and after anonymiza-
tion.

To estimate the uniqueness of a user’s trajectory, we use
a sampling-based approach similar to [5]. For each individ-
ual u;, we randomly select m distinct spatio-temporal points
among all the points of her trajectory t;. We check through
all other users based on the select points, and count the
number of users having the same points. That is, we look
for other users that have been at the same places at the same
times. This number corresponds to the term [{tr;|{p;|1 <
j <n} Ctr;}| =1 in Equation 1. Let us denote the size of
this set as s; for trajectory t; . Note that if s; = 1, the user
has successfully been re-identified. To quantify the unique-
ness of the dataset, we compute the fraction of samples for
which s; = 1.

5.1 Experimental Results

Figure 2 shows the comparison of uniqueness before and
after anonymization for different numbers m of points that
are randomly chosen. The x-axis represents the m number of
random points selected. The y-axis represents the estimated
value of uniqueness. The uniqueness for the dataset before
anonymization and for the dataset after anonymization is
compared. We anonymize the dataset with three different
time window sizes: 6 hours, 12 hours, and 24 hours. The
uniqueness of the anonymized dataset decreases notably, es-
pecially when the duration is 6 hours. The uniqueness de-
creases by more than 0.2 from 0.6 to around 0.4, in the case
of two random points.

Figure 3 shows the distribution of {s;}, the number of in-
dividuals whose trajectories include the same spatio-temporal
points randomly chosen for every individual. The anonymized
data in this case is anonymized by 6 hours and the number
randomly chosen points is 2. The x-axis is the number of
users that have the same spatio-temporal points selected for
the target user. The y-axis is the normalized count of in-
dividuals that have certain number of individuals that have
the same spatio-temporal points. Note the large gap be-
tween the frequency for the uniquely identifiable individuals
which reduces from 0.6 in the original data to 0.4 in the
anonymized data.

Figure 4 (a) shows the same results as Figure 3 in the
logarithmic scale and with larger x-axis range. Here, we
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Figure 2: Comparison of uniqueness before and after
anonymization. The x-axis represents the number
of random points selected. The y-axis represents
the estimated value of uniqueness. Lower values are
better.
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Figure 3: Distribution of the number of individuals
that have been to the same places at the same times.

can see that there are more individuals who have at least
two other individuals that have the same spatio-temporal
points.

Figures 4 (b) and (c) compare the distribution of {s;}
on the data before anonymization and the data after being
anonymized by different window sizes. We can see that the
decrease in the frequency for s; = 1 is larger if the the dura-
tion of the time window is smaller, which meets our original
intuition that shorter trajectories should be less unique. In
other words, the shorter we “cut” the trajectories, the fewer
individuals are uniquely identifiable.

6. DISCUSSION

The dataset before anonymization here refers to the origi-
nal dataset which is only anonymized by having the original
identifiers replaced by synthetic identifiers. The locations in
the dataset are the locations of the antennas so the exact
locations of individuals are already blurred to some extend.
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Figure 4: Distribution of the number of individuals that have been to the same places at the same times in

a logarithmic scale for different time windows.

However, the assessment of uniqueness indicates that with
two random points, more than 60 percent of the trajecto-
ries are unique. Therefore human mobility trajectories are
highly re-identifiable and the privacy risk is high. However,
it is possible to reduce the risks through our anonymiza-
tion approach. The empirical experimental results show that
our simple anonymization method reduces the uniqueness by
over 30%.

From the data utility perspective, we intend to keep in-
formation loss low. Unlike most of the other methods that
generalize or lower the resolution of the dataset spatially
or temporally, our method keeps the original granularity on
both dimensions. Consequently, the anonymized data can
answer detailed queries that the coarse dataset cannot, e.g.,
how many individuals have travelled between two locations
at a designated time.

7. CONCLUSIONS

In this paper, we study location privacy. Specifically we
study the re-identification risk of trajectories in human mo-
bility data based on a large dataset of more than half a
million individuals over a period of one week. We empir-
ically assess how unique human trajectories are. We find
that individuals are highly re-identifiable with only a few
spatio-temporal points. Releasing such data will pose seri-
ous privacy risks. We propose a simple anonymization ap-
proach to modify the dataset by shortening the trajectories.
Examining the uniqueness on the anonymized data, we con-
clude that anonymization techniques can help improve the
privacy protection and reduce the risks of re-identification

and information disclosure, although the anonymized data
cannot provide full anonymity.
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