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Anomauia. Cucmemu GUABNIEHHA 6MOPSHEHb € GAJICTIUGOIO YACMUHOIO KOJICHOI KOPNOPAMUSHOI MePediCi.
Ane nomounuii 06cse mepedcesoco mpaghika 6 KOpnopamueHill Mepedici HACMINbKU 6eIUKUL, WO YeHmpa-
N308aHI cucmemu GUAGIEHHS BMOPSHEHb He MOXCYmMb 0bpobumu maxy Kinekicme mpagika. Tomy cyuac-
HUM KOPROPAMUSHUM MEPENCAM NOMPIOHA pO3NOJINeHa CUCeMa GUABNEHHS 6MOP2HEHb. Ane 05l 6eNUKUX
PO3nooinenux cucmem NOmpiben Mexamizm 6CMaHo8IeH s 008ipu Midxc 8ysnamu. brokuetin modce uxopu-
CMOBYBAMUCS AK MAKULL MEXAHI3M, ane Oilbuicmb 8UNAOKi8 GUKOPUCMAHHA POOOUUX ONIOKYelHi8 nog'a3a-
Hi 3 Kpunmosanomamu, oe O10K4eliH YCniHo GUKOPUCIOBYEMbCA AK 0eyeHmpanizogana 6asa 0anux, aKa
30epieac 6cto icmopito mpan3axkyiti i Mae mexanizm nepesipku yinichocmi oanux. Takum yunom, npomoxo-
2y OnoKuetina, AKi cnoyamxy Oynu po3pooneHi O Kpunmoganiom, MOjiCyms Mamu npoonemu i3 npooykK-
MUGHICMIO, KO 60HU 6Y0YMb UKOPUCTNOBYSAMUCA 0I5l OOMINY iHGhopMayiero npo 6MopeHeHHs & cucme-
mu. B binvuocmi eunaokis ye 8iobysacmvcs uepes me, wo 00csae OAHUX Y CUCMEMAX BUABIEHHS 8MOpa-
HeHb 01 3anucy Habazamo Oinbwiui, Hidic y mepexci kpunmosganom. Kpim mozo, 0cHo8Ha GIOMIHHICMb
suKopucmanHsa O10Kuelna 0N CUCEeMU BUABIEHHS 6MOPSHEHb | KPUNMOBANIOMU NOAASAE 6 MOMY, WO
KpUnmoganoma Mae 8 cepeOHboMy Cmaobinvii obcaeu 0aHux 0Jisl 3anucy, KO CUCmeMd GUsGIEHHS 8MOop-
2HEeHb MA€E 3MIHHULL 00csAe OaHUX, AKULL 30I1bUYEMbC Y BUNAOKY AHOMANIbHUX cumyayitl y mepedxci. ¥ yit
pobomi npeocmagneni pe3yibmamu MOOeN08AHHA Mepedici Ha OCHOBI ONOKYelHa ONs 3a2albHOI OYiHKU
NPOOYKMUBHOCMI GUAGNIEHHSI 6MOpaHenb y cucmemy. Excnepumenm exniouac azenmcvke mMoOeniogamHs.
OUHAMIKU NAPAMEmpi8, SIKi Maroms HAUOIIbWULL 6NIUE HA NPOOYKMUBHICMb Mepedici. Pesyrsmamu mode-
JI08AHHS OONOMONCYMb HAM 3HAUMU ONMUMATbHI BUNAOKU BUKOPUCTNAHHS OJIsL CUCHEM BUABIEHHS GMOp2-
HeHb Ha ocHosl OnoKuelina. Takodxc 6in nokadice Ham C1abKi cMopoHU NPOMOKONIE OIOKYelHa Mma WAXU
NOKpawieHHs1 NpOOYKMUBHOCHE O0KUeUHa 01 Yb020 GUNAOKY GUKOPUCTIAHHSL.

Knrouoei cnosa: cucmema susigneHus 6mopeHens, OJ10K4elt, IMImayiina Mooeab, OYiHKa npaye30amHoc-
mi.

Annomayus. Cucmemvl 0OHAPYIHCEHUS. BMOPIAHCEHULL AGNAIOMCA BAINCHOU YACMBIO KANHCOOU KOPNOPpAmus-
nou cemu. Ho mekywuii o6vem cemesozo mpaguka 6 KOpnopamueHou cemu HACMOIbKO GelUK, UMmOo
YEeHMPAanIu308aHHble CUCTHEMbI OOHAPYICEHUs GMOPAICEHUU He MO2ym 00pabomams makoe KOIUYecmseo
mpaguxa. Ilosmomy coepemeHHbIM KOPNOPAMUSHBIM CEMAM HYICHA PACIPEOSNeHHAs. cucmema 0OHapy-
Jrcenust mopoiceru. Ho 0na 6oabuiux pacnpeoenentvlx CUCmeM HYJICeH MeXaHusM YCMAaHoeIeHUus 006e-
pus mexcoy ysnamu. brnoxuetin moscem ucnonb308amuca Kak maKou Mexamusm, Ho OONbUUHCMEO CyHaes
UCNONBL306aHUA PabOUUX OIOKUENHOG C8A3aHbL C KPUNTNOBANIOMO, 20e OI0KUelH YCHeuHo UCHOIb3Yemcsl
Kax oeyenmpanu3oeannas 6a3a OaHHBIX, KOMOPas XPaHum 6Cl0 UCHOPUI0 MPAH3aKyull u umeem mexa-
HU3M NPOGePKU YeroCmHOCIU OanHblX. Takum obpazom, npomoKoavl O10KYelHad, KOmopvle NepeoHaAUAIb-
HO ObLIU pa3pabomanvl Ost KPURMOBATIOM, MO2YM UMEMb NPoOIeMbl ¢ NPOU3BOOUMETLHOCHIBIO, KO20d
OHU OYOYM UCNOTL308AMBCS 01 00MeEHA UHGOopMayuel 0 6mopiIceHul 6 cucmemol. B bonvuuncmee ciy-
uag Mo NPOUCXOOUM U3-3d MO20, YMO 00beM OAHHBIX 8 CUCIEMAX OOHAPYICEHUs 6MOPIAHCEHUT OTIA 3anu-
cu 20pazoo boavuie, yem 6 cemu Kpunmosamnom. Kpome mozo, ocnognoe omauyue ucnonvb308anus OIoK-
yelna 0N cCucmeMbvl 0OHAPYICEHUST BIMOPIHCEHUL U KPUNIMOBATIOMbL 3AKTIOUAEHICS 8 MOM, YO KPUNmoea-
Joma umeem 6 cpeoHem cmadbunbHble 00beMbl OAHHBIX OIS 3aNUCH, KO20A CUCIEMA OOHAPYICEHUs 8MO-
porcenull umeem nepemeHHulll 00veM OAHHbIX, KOMOPbIlL Y8eIUUUBACMC S 8 CIyYae AHOMATbHBIX CUMYayuil
6 cemu. B smoil pabome npedcmasnenvl pe3ynvmamvl MOOEIUPOBAHUSL CemMU HA OCHOBE ONOKUelHA Ol
obwell OYeHKU NPoU3B0OUMENbHOCTNY OOHAPYICEHUS GMOPICEHUL 8 cucmemy. DKCnepumMenm eKuouaem
A2eHMCKOe MOOCIUPOSAHUEe OUHAMUKU NAPAMEMPO8, KOMOopble OKA3blealom Hauboabuee 6uaHue Ha npo-
U3800UmMenbHOCMy cemu. Pe3ynomamul Mooenuposanus nomozym Ham HAUmMu OnmumMaibible Cayiau uc-
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NOIb308aHUSL O CUCTEM ODHAPYICEHUS 8MOPAUCEHUL HA OCHO8e Onokuetina. Taxoice o nokajicem Ham
cabvle cmoponsl NPOMOKOI08 DIOKYEUHA U NYMU YIyHueHUs npou3go0umetbHoCmuy 6J10Kuelina 0/ Imo-
20 CIYYAs UCNONb30GAHUSL.

Knrouegwle cnosa: cucmema obHapydICcerHus MopICceHUl, ONOKYEUH, UMUMAYUOHHASL MOOeTb, OYEHKA Pa-
bomocnocobrnocmu.

Abstract. Intrusion detection systems are the important part of every corporate network. But current
amount of network traffic in corporate network is so big that centralized intrusion detection systems can
not process such amounts of traffic. So modern corporate networks need distributed intrusion detection
system. But big distributed systems need a mechanism of setting trust between the nodes. A blockchain can
be used as such kind of mechanism, but most of working blockchains use cases are related to cryptocur-
rencies, where blockchain is successfully used as a decentralized database which saves all history of
transactions and has a mechanism for checking data integrity. So the blockchain protocols which were
initially designed for cryptocurrencies can have a performance issues when they will be used for the intru-
sion detection system information exchange. Mostly because the amounts of data in intrusion detection
systems for recording are much bigger then in cryptocurrency network. Also the main difference between
blockchain usage for intrusion detection system and cryptocurrency is that cryptocurrency has in average
stable amounts of data for recording when intrusion detection system has variable amount of data which
is increasing in case of abnormal situations in network. In this paper, the results of the modeling of
blockchain-based network to evaluate performance for a collaborative intrusion detection system are pre-
sented. The experiment includes the agent-based modeling of the dynamics of parameters which have the
biggest impact on the network performance. Modeling results will help us to find optimal use cases for the
blockchain-based intrusion detection systems. Also it will show us weak points of blockchain protocols
and ways to improve blockchain performance for this use case.

Keywords: Intrusion detection system, blockchain, simulating model, performance evaluation.
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1. Introduction

Cyberattacks are becoming more advanced and complicate every year. To detect network intru-
sions in time and prevent their critical damage, intrusion detection systems are widely imple-
mented. Intrusion detection systems (IDSs) can be classified as host-based IDS and network-
based IDS depending on the deployed location [1]. The first one monitors the local system, when
the second one takes information from all the network by monitoring all traffic and analyzes net-
work protocols for malicious events.

Also IDSs can be classified as signature-based IDS and anomaly-based IDS by detection
mechanism [2]. The main advantage of anomaly-based detection is a higher rate of detection
without frequent signatures updates, but this also can cause a high false positive rate. When the
signature based IDS has much lower false positive rate, but needs a frequent signature updated.

Old intrusion detection systems, even the network, were based on a single machine, but in
our time the amounts of traffic are very high, so to protect a big corporate network the distributed
and collaborative network intrusion detection systems are used. But in big networks it's hard to
setup a trust between huge amounts of nodes, because some of the nodes can be modified and can
sent some untrusted and irrelevant data then all distributed nodes can work incorrectly.

As a solution of this problem researchers proposed to use a blockchain technology to set
up trusted data exchange between nodes [3, 4]. The blockchain, as a continuously growing list of
linked records can help to prevent the modification of already accepted data. But blockcain sys-
tems as usual have a limited performance, which can be a problem for a system with a lot of
nodes. So the main goal is to evaluate a blockchain performance for the blockchain-based intru-
sion detection systems by modeling the blockchain transaction processing with different system
load.

The rest of the paper has been structured as follows. Section 2 discusses the related works.
Section 3 outlines the general performance requirements for the blockchain-based intrusion de-
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tection system. Section 4 describes the proposed blockchain model and experimental results for a
different network size. Conclusions are provided in Section 5.

2. Related work

A separate intrusion detection system usually does not have information about the network which
it tries to protect. This leaves opportunity for attackers to bypass IDS examination. In this case,
there is a great need for a collaborative system or IDS network to leverage the detection perfor-
mance of a single IDS [5]. One of the earliest prototypes for a collaborative intrusion detection
was a distributed intrusion detection system (DIDS) [6]. It could utilize a distributed monitoring
with a centralized data analysis to analyze the heterogeneous network. The next step in DIDS
evolution was DOMINO architecture [7] which enables DNIDS deployed at diverse locations to
securely share intrusion information between the heterogeneous nodes. All this solutions help to
achieve better detection performance, but, as Li et al. [8] figured out, the main problem of these
solutions is that most of distributed intrusion detection systems were relaying on the centralized
data processing and a distributed part includes only some set of sensors. So they proposed CIDS
based on the emerging decentralized location and routing infrastructure. But this mechanism re-
quires that all peers in the network must be trusted. But in a field of collaborative intrusion detec-
tion, attacks from inside are the most vulnerable, because by injecting a compromised peer, the
intruder can get a control over the whole system. Some researchers think that artificial immune
system can improve the collaborative IDS detection accuracy and increase system robustness to
internal attacks [9], but for now it's mostly a theoretical concept.

Li et al. [10] identified that different IDS nodes may have different levels of sensitivity in
detection of different types of intrusions. They proposed a notion of intrusion sensitivity (IS) that
measures the detection sensitivity of an IDS in detection of different kinds of intrusions. Accord-
ingly, they proposed an intrusion sensitivity-based trust management model [11] that could allo-
cate the values of IS by means of a machine learning classifiers. Meng and Kwok proposed the
idea of improvement of this idea by decreasing a false alarm level with using a method of voted
ensemble selection [12].

But Li et al. [13-15] found that there are few types of attacks which allow to compromise
the challenge mechanism and send malicious feedbacks in some situations or to some specific
nodes (Passive message fingerprint attack and special On-Off attack).

So unlike standalone IDS, a collaborative intrusion detection system uses information col-
lected from some set of IDS nodes. And one of the main requirements to collaborative IDS is
keeping trust between the nodes. On the other hand, information exchange between the nodes
must be optimized, because huge amounts of information travelling between the nodes can over-
load network and make it unusable.

One of the ways to solve a trust problem in decentralized system is to use a blockchain.
The name blockchain stems from its technical structure — a chain of blocks. Each block is linked
to the previous block with a cryptographic hash. A block is a data structure which allows storing
a list of transactions. Transactions are created and exchanged by peers of the blockchain network
and modify the state of the blockchain. As such, the transactions can exchange monetary
amounts, but are not restricted to financial transactions only and for example allow executing an
arbitrary code within so-called smart contracts [16].

How to apply blockchains in the field of intrusion detection is an interesting and im-
portant topic. Many studies have started researching in this area. Alexopoulos et al. [17] de-
scribed a framework of a blockchain-based CIDS, where they considered a set of raw alarms pro-
duced by each IDS as transactions in a blockchain. Then, all collaborating nodes employed a con-
sensus protocol to ensure the validity of the transactions before delivering them in a block. This
can guarantee the stored alerts are tamper resistant in the blockchain, but they did not implement
and evaluate their method in practice.
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Menget et al. [4] says that the blockchain technology will help to improve the distributed
intrusion detecting mostly in aspects of data sharing, alarm exchange and trust computation.
Sharmaet et al. [18] proposed DistBlockNet, a distributed secure software defined networking
architecture for the internet of things by integrating the blockchain technology, allowing a node
to interact with others without the need of a trusted central controller.

3. Architecture and basic requirements

It is very important on the first step of a system design to clearly articulate the basic requirements
of the goal system. In accordance with related works [17, 19, 20] we can highlight the most basic
requirements for a collaborative intrusion detection system.

— Accountability: Participating parties should be held accountable for their actions.

— Integrity: The integrity of the alert data is very important for detection attacks over time.

— Resilience: The system should not have SPoFs and should not depend on small groups
of participants.

— Consensus: The system should be able to reach consensus on the quality of individual
alert data and on the trust worthiness of each participant.

— Scalability: The system should be able to scale to a large number of partici-
pants/monitors and also handle churn.

— Minimum Overhead: The communication and computation overhead should be kept as
low as possible.

These requirements will guide us on choosing the architecture of CIDS. Of course there
are some tradeoffs between these requirements, so we cannot improve all parameters together.
But here we will pay attention to the parameters related to a blockchain architecture solution.

3.1. Do we need a blockchain in IDS?

One of the main requirements in our case is a consensus requirement. The classical approach to
implement it is the usage of centralized third-party trusted nodes. But using a centralized infor-
mation exchange for a distributed IDS is not a good idea because increasing the number of dis-
tributed nodes will increase the load on a central trusted node and this node will be the SPoF of
the system.

In the distributed intrusion detection system the blockchain technology can be used for a
secure and trusted peer-to-peer data exchange between the nodes. But using a blockchain is not a
solution of all our problems and in some cases a blockchain can be a problem.

There are two types of a blockchain: a permissionless blockchain and a permissioned
blockchain. A permissioned blockchain also can be separated on public and private (permission-
less is a public by default).

A permissionless blockchain is used in most of cryptocurrencies and the main feature of a
permissionless blockchain is that any peer can join or leave the network at any time and there is
no central entity which can manage the membership of the nodes. Also there is no way to exclude
some nodes from writing to a blockchain [16].

Permissioned blockchains have been proposed to only authorize a limited set of readers
and writers. Here, a central entity decides and attributes the right to individual peers to participate
in the write or read operations of the blockchain. To provide encapsulation and privacy, a reader
and writer could also run in separated parallel blockchains that are interconnected. In private
blockchain information could be read only by authorized peers, public blockchain could be read
and verified by anyone [16, 21].

A blockchain can be updated via a consensus protocol, which ensures all participating en-
tities to agree on a uniform view of the ledger. A consensus protocol can be dependent on a spe-
cific blockchain implementation and threat model [4].
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— Proof of work. This method allows a node to successfully accept a block, when a pre-
defined amount of computational resources (known as “work™) can be proved to spent [22]. This
type of a consensus protocol is not suitable for IDS because it needs spending a lot of computa-
tional resources on specific mining nodes (in most of cases mining nodes can’t do anything else
because of a high load of processors) which means high spend of energy, so this system will be
very expensive.

— Proof of stake. This method ensures a consensus to be achieved by considering both a
random selection and the influence (known as “stake”) of the participating entities. It is assumed
that entities would guarantee the integrity of blocks when they have a large stake in the block-
chained network [23]. This type of a consensus protocol is one of the most suitable for IDS but
needs to be adopted for this case, because we need to choose something to stake (can be some
virtual currency). This type of consensus protocol does not need a permanent high computation
load.

— Proof of elapsed time. This method ensures a consensus to be achieved by requesting
every potential verifier to share a secure and random waiting time from a trusted execution envi-
ronment. Each user, once generating a block, also needs to generate a proof for the waiting activi-
ty with the assistance of SGX hardware, which is submitted together with the block. The proof of
elapsed time also looks suitable for IDS because it is based on waiting, so it also doesn’t need a
high computation power. But Lin Chen et al. showed vulnerabilities of a current protocol design
[24].

In [16], Wust and Gervais outline a very general decision process that allows determining
whether — and if yes, which type of — a blockchain makes sense for your case.

The main criteria are whether the application needs to store state, number and trust to
writers. In general if we don’t need to store the state or we have no more than one writer we don’t
need blockchain, because it will be much slower than using a simple database. On the other hand
if we have multiple writers, blockchain can help to keep the integrity of records, replacing trusted
third party which must be always online. But a blockchain is still not needed if all our writers are
known and trusted.

If all writers are known but not necessarily trusted, we can use a permissioned blockchain.
Which kind of a permissioned blockchain (public or private) will depend on the question whether
we need public verifiability of the records? If this is the case — then anyone can join the network
as a reader, implying a public permissioned blockchain. Otherwise we need to use a private per-
missioned blockchain. But we need to keep in mind that even a public permissioned or permis-
sionless blockchain needs encryption or hashing for records protecting.

If set of writers is not known or can fluctuate greatly — a permissionless blockchain will
be a good solution.

If we map these cases on plain of intrusion detection solutions we will have two cases
when we can use a blockchain. First of all it’s a private network intrusion detection system inside
some company, or between a few companies which trust each other and can have some private
information. In this case we will use a permissioned blockchain. Another case is an open intru-
sion detection network, which can be joined by anyone. In this case the best solution will be a
perissionless blockchain.

4. Blockchain performance

So a blockchain helps us to solve a trust problem, but we need to keep in mind that blockchain
has an impact on the information exchange speed. So we need to evaluate the performance of a
blockchain and hardware resources usage with different network parameters.

ISSN 1028-9763. Maremaruuni Mamuau i cuctemu, 2020, Ne 1 103



4.1. How blockchain works

First of all let's take a look on how a blockchain process our transactions (here we mean that
transaction is any portion of information for exchange between nodes which will be written to the
blockchain). Usually blocks in a blockchain are generated with some stable frequency which is
defined in blockchain rules, so transactions cannot be written into block immediately.

At the first step, when the transaction created, the node stores it in memory pool and
broadcasts to peers. On receiving a transaction each node also stores it in memory pool and
broadcast. So transaction will be propagated over the whole network.

When the new block is generated the node which generated it writes transactions from the
memory pool to block. Then the node broadcasts created block to peers. After receiving a new
block each node verifies that the block satisfies all protocol rules, and that all transactions in the
block follow the protocol and application rules. After verifying a received block, the node up-
dates its view of the blockchain, clears included transactions from the memory pool, and broad-
casts the block further [25].

But one of the problems of the blockchain is that blocks in most cases have constant num-
ber of transaction records. That's why there are two factors which define how many transactions
can be processed. First one is a maximum number of transactions in the block. The second one is
a block generating period. So average number of transactions per block time must be smaller than
a system can process, or memory pool queue will constantly grow and system will crash.

4.2. Creating blockchain model

To evaluate a blockchain performance we decided to create a simulation model with any logic
system. The best way to simulate a blockchain work is to use an agent based model where each
network node will be represented by a separate agent. Of course the nodes are connected into a
peer-to-peer network. In most blockchain networks, each node is connected to some limited
number of neighbors (for bitcoin it's 8 outgoing connections to peers and up to 125 connections
in general [26, 27]). To model this connection strategy any logic has a standard network type
which is called “Small world”. This type of a network means that agents are connected with
neighbors and form a ring, but some connections are established to far nodes, so that this can in-
crease a network message propagation speed [28].

Our model will be a little simplified, so we will test a blockchain work in a normal system
state and a system under attack. In a normal state modeling we define the alert frequency about 1
alert in 33 seconds, because as we know most of systems which have a direct access to the Inter-
net and public IP address are constantly under small attacks like port scanners or some kind of
brute force. Of course it happens not so frequently, so the rate which we choose for an alert gen-
eration will describe a real malicious activity in a normal state correctly.

As for an abnormal system state we choose an alert rate as one alert per second. For now
it's hard to say if it is enough, but of course we cannot create a separate event for every malicious
packet, because it will cause a huge system overload. If we have a lot of malicious events we can
put a few closes in time events into a single alert. So for now we are using this rate to represent a
general system behavior under attack.

Alerts on the network nodes are generated randomly with exponential distribution which
is suitable for setting timing for incoming calls or messages. Generated alert is added to memory
pool queue (memory pool queue in our case are separate for each node so that we can explore
message distribution between the nodes) and distributed to all connected nodes as in a real block-
chain. Each node after receiving message also adds it to the memory pool queue and redistribute
to neighbors.

Another task of our blockchain model is simulating blocks generation. Here we are using
a standard for most blockchains scheme — blocks are generated with almost constant timeout (in
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our case constant). For model simplification let's suggest that all nodes have the same probabili-
ties to generate a new block (node choice does not have a significant impact on a general block-
chain performance). Then a node which was chosen for generating block creates a new block and
records to it some amount of transactions from the memory pool but no more than maximum
amount for block (block size).

And now let's take a look at points which can have impact on the performance of a dis-
tributed blockchain-based network. The first one is the number of nodes and related to the num-
ber of connections and number of message propagation steps. As a step we mean a situation when
a message is received by the node and then reseeded to other nodes.

Our simulation shows that with almost constant number of connection per node we have a
linear dependency between the number of connections and the number of nodes (Figure 1(a)).
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Figure 1 — Number of connections (a) and steps for full message propagation (b)
depending of number of nodes

But the number of connections causes a huge performance impact only on decentralized
system, because central nodes must process them all, but with the decentralized network each
node has a limited number of connections. And instead of sending a message directly to all nodes
in the network, the message is sent and received a few times by network nodes until it reaches the
last node and will be fully propagated over the network. So in this case the number of steps will
be more important, because the number of steps will be proportional to the message propagation
time. So let's look how the number of message propagation steps depends on nodes count (Figure

1(b)).
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Figure 2 — 20 nodes block filling in abnormal state (a) and under attack state (b)
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As we see the number of steps is not increasing so significantly (for 1000 nodes it's only
about 6 steps), so this type of a decentralized network is suitable for making a big decentralized
network without powerful central nodes and message exchange will be pretty fast.

But the weakest area of a blockchain-based network is a writing transaction (in our case
it's alerts) to blocks. And the main point here is to keep balance between keeping blocks filled
and having reserved resources for a case of attack or some network anomalies. But this will cause
a fast increasing of a blockchain size by huge blocks which are much harder to propagate and
verify. And if a disk space is not a big problem in our days, when we have a really big hard drives
with more than 10TB, block propagation and the verification can be a problem, because all nodes
must accept a new block before the next block is generated. So most cryptocurrencies are choos-
ing a smaller block size for their blockchain. For example at this time bitcoin has a theoretical
block size of 4 megabytes [29] and blocks are generated every 10 minutes. So this kind of block
can contain up to 8000 transactions with a size of 512 bytes, it's about 13 transactions per second.
It's still suitable for cryptocurrency, but will be not so good solution for an intrusion detection
system.

But here we have one significant difference with cryptocurrencies — cryptocurrency in av-
erage has a stable level of transactions. But in the case of intrusion detection most of time blocks

will be almost empty, but when the system is
emary pool under attack, blocks will be filled by a huge
500 amount of transaction.

For our model we defined blocks with
a constant number of transaction not an
amount of information because we simplified
" a model by making all transaction the same
lel size. And now we are going to evaluate
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blockchain (50 transactions per block) to limit for a normal state with some random

anomalies. But from this plots we can just
see that under attack the blocks are fully used so let's take a look at memory pool usage
(Figure 3).
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Figure 4 — Memory pool usage on (a): 40 nodes (80 transaction per block),
(b): 80 nodes (160 transaction per block)
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Here we can see that the attack causes a huge increasing of a memory pool, and recover-
ing pool size to normal state takes about a 30 times more time than attack duration and about a 64
blocks. So let's take a look at the similar plots for 40 nodes (Figure 4 (a)) and 80 nodes (Figure 4

(b)).

Here we can see the same situation, even for the short time attacks it takes a lot of time to
utilize all transactions from the memory pool (for these two cases it takes about 45 blocks). And
it's really bad situation for a blockchain-based system, because while a memory pool contains a
lot of still unused transactions system is unstable. And such long transaction utilizing time makes
the system vulnerable for long attacks because the memory pool can be overfilled and the node
can crash.

4.3. Ways to improve

So a blockchain optimized for a normal state of IDS is not suitable because of unstable behaviour
under the attack. But there are a few ways to improve this situation. The first way is to search
optimal parameters for some IDS network by increasing a maximum block transaction count and
generating blocks more often. But this choice is suitable only for a small network with limited
amount of nodes, because if a block size is too big or blocks are generated too often then we are
returning to performance problems which were described earlier.

Another way to improve under attack performance is to decrease the number of transac-
tions by using advanced transaction packaging and compression, so that a set of transactions be-
comes packed into a single one (main transaction data can be saved outside the blockchain and
blockchain will contain just minimal information for transaction verification). But if we are using
this optimization we are increasing a transaction delay. On the other hand processing a bigger
amount of data can help to compress the transaction more effective than a set of small transac-
tions.

One more way of improvement is a blockchain modification which adds a possibility of a
dynamic block size and dynamic bock timeout. Of course there must be some limitations, but
making a block for example n times bigger and making timeout m times shorter can increase the
memory pool utilization speed up m x n times. But the main problem here is that this solution
needs not standard blockchain with modified consensus protocol which will allow to control
block generation time.

5. Conclusion

A blockchain technology is showing good results for providing a verifiable manner for infor-
mation exchange in decentralized intrusion detection systems. So it is possible to use this tech-
nology to decrease impact of malicious nodes in collaborative IDS which can generate untrustful
signatures. Motivated by recent researches related to using a blockchain in IDS, we focused on
evaluating a blockchain performance for a blockchain when it's used with IDS.

The result of our modeling shows that a blockchain, as it is used now in cryptocurrencies,
is not an optimal solution for intrusion detection systems, because transactions rates are signifi-
cantly different. But there are two ways to optimize a blockchain performance. First of all its de-
creasing the number of transactions per second, which can be done without blockchain protocols
modification. Another option is to modify a blockchain consensus protocol to make it possible to
create blocks with a variable size and generating timeout.

This work is an early research study in this area, showing blockchain effectiveness for us-
ing in collaborative IDSs. The main purpose is to complement the literature and stimulate more
research on this topic.
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