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Abstract—Nanotechnology is the science of understanding
matter and the control of matter at dimensions of 100 nm or less.
Encompassing nanoscale science, engineering, and technology,
nanotechnology involves imaging, measuring, modeling, and
manipulation of matter at this level of precision. An important
aspect of research in nanotechnology involves precision control
and manipulation of devices and materials at a nanoscale, i.e.,
nanopositioning. Nanopositioners are precision mechatronic sys-
tems designed to move objects over a small range with a resolution
down to a fraction of an atomic diameter. The desired attributes
of a nanopositioner are extremely high resolution, accuracy, sta-
bility, and fast response. The key to successful nanopositioning is
accurate position sensing and feedback control of the motion. This
paper presents an overview of nanopositioning technologies and
devices emphasizing the key role of advanced control techniques
in improving precision, accuracy, and speed of operation of these
systems.

Index Terms—Actuators, atomic force microscopy, nano-posi-
tioning, nanotechnology, piezoelectric devices, position sensors,
servo control.

I. INTRODUCTION

THE PAST two and a half decades have witnessed the
emergence and explosive growth of nanoscience and nan-

otechnology [1]–[4]. The inventions of the scanning tunneling
microscope (STM) [5] and the atomic force microscope (AFM)
[6] have fundamentally changed research in numerous areas,
including biology [7], [8], chemistry [9], materials science
[10], [11], and physics [12]. Manipulation and interrogation at
the nanometer scale with a scanning probe microscope (SPM)
necessitate positioning systems with atomic-scale resolution
[13], [14]. In SPMs, for example, nanopositioning is needed
to scan the probe over a sample surface (e.g., during surface
imaging) and to control the interaction between the probe
and the sample surface (e.g., during surface interrogation and
modification). Therefore, further advances in research in all
the above mentioned SPM-based research areas and their wide
applications will depend on the availability of high-precision
nanopositioning stages with increasing bandwidth. Thus, it is
widely recognized that one of the key requirements of nan-
otechnology is nanopositioning.
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Nanopositioning systems are also at the core of future
lithography tools that might replace the ubiquitous optical
lithography systems [15], [16]—it is not clear whether projec-
tion lithography, as used in the production of semiconductor
integrated circuits (ICs), can still be used beyond the 35-nm
technology node [17]. In general, novel nanopositioning tools
are also needed for the positioning of wafers, mask alignment,
and semiconductor inspection systems [17]–[19]. Furthermore,
they are vital in molecular biology for imaging, alignment, and
nanomanipulation as required, for example, in cell tracking and
DNA analysis, nanomaterials testing [20], [21], nanoassembly
[22], and the manufacturing of small objects [23]. Such nanopo-
sitioning systems are also crucial in optical alignment systems
[24], [25] and even in next-generation space telescopes [26],
[27]. Finally, nanometer-scale precision will soon be required
for the servo system of hard-disk drives (HDD) [28], [29]
and for probe-storage devices with areal densities higher than
1 Tb/in [30], [31]. This vast range of applications with oper-
ation under such diverse conditions poses new challenges for
the control of nanopositioning devices because they necessitate
high resolution, high bandwidth, and robust control designs,
e.g., [32]–[39].

This paper, which reviews the control-related research in
nanopositioning, is organized as follows. We begin by re-
viewing a couple of nanopositioning applications in Section II
to illustrate the control issues. This is followed by an overview
of actuators and sensors used in nanopositioning in Section III
before focusing on the control challenges associated with a spe-
cific actuator, i.e., piezoelectric actuators, in Sections IV and V.
This focus on piezoelectric actuators is general in the sense that
issues in the control of piezoelectric actuators are similar to the
issues with other precision-positioning actuators. This is fol-
lowed by a review of current control techniques in Section VI.
Separating the control problems and control approaches into
two sections (Sections V and VI, respectively) allows us to
classify common control paradigms used to resolve some of
the problems that are unique to nanopositioning such as creep
and hysteresis. A review of emerging issues in nanopositioning
is provided in Section VII.

II. EXAMPLES OF NANOPOSITIONING APPLICATIONS

In this section, we explain the control issues that arise in
nanopositioning, using two example applications: scanning
probe microscopy and dual-stage servo systems for HDDs.

A. SPM

Nanopositioning is an important aspect of a huge family
of SPMs that has emerged since the invention of the STM
and the AFM [33]–[39]. For example, during AFM imaging,
a piezoscanner (based on piezoelectric actuators) changes the
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Fig. 1. AFM probe positioning. A piezoscanner is used to move the sample
in the planar x–y axes (parallel to the sample’s substrate) and vertical z-axis
(perpendicular to the substrate). Alternatively, the AFM probe can be moved
with a piezoscanner. In some designs, separate piezoscanners are used for the
vertical and planar motions.

position of the AFM probe (tip of an AFM-cantilever) relative
to the specimen surface, as shown in Fig. 1.

1) Precision Positioning: Large forces between the AFM
probe and the sample surface can damage the sample or the
probe. To prevent this, the force between the AFM probe and the
sample surface is controlled using a feedback loop: First, the ap-
plied probe-sample force is estimated by measuring the deflec-
tion of the AFM cantilever (which is proportional to the probe-
sample force) with optical detectors, e.g., see [40]. Second, the
measured cantilever deflection is used in a feedback loop to ad-
just the vertical position of the AFM probe (on the order of
the instrument’s resolution) such that the cantilever deflection is
maintained at a desired value. Thus, by maintaining a constant
(small) cantilever deflection, a constant (small) probe-sample
force is maintained during imaging. In this sense, precision po-
sitioning of the AFM probe is needed to maintain the tip-sample
force at the desired level during AFM imaging.

2) Obtaining an AFM Image: Changing the vertical posi-
tion of the AFM probe to maintain a constant tip-sample inter-
action (force) is known as constant force and usually yields a
fairly faithful topographical image. An image of the sample’s
topography is obtained by first raster-scanning the probe over
the sample and then plotting the -displacement of the AFM
probe (estimated using the voltage applied to position the
AFM probe in the -direction) against the AFM probe’s –
position relative to the substrate on which the sample is placed
(see, e.g., [41]). The resulting image resembles an image on a
television screen in that both consist of many rows or lines of
information placed one above the other.

3) Precision Positioning in Other Operating Modes: Other
modes of AFM operation include the tapping mode, which
maintains a fixed amplitude of oscillation in the AFM can-
tilever rather than maintaining a constant force. Moreover,
many new variants of SPM exist that allow the measurement of
local chemical, mechanical (frictional), electric, and magnetic
properties of a surface (e.g., [14], [42], [43]). In all of these
variants, nanopositioning is important to precisely position the
SPM probe in close proximity to the sample surface.

Fig. 2. Block diagram of servo system for an example dual-stage HDD. The
error in head position e over a target data track is used to estimate the position
y of the head. The input U to a VCM and U to a piezoelectric (PZT)
actuator are used to position the head at a desired position y . During track
follow, the position y is maintained over a single data track; during track seek,
the goal is to change the position from one data track to another.

4) Increasing the Positioning Bandwidth: SPMs allow sci-
entists to image topography or measure the local property of the
specimen under investigation at high resolution, albeit only at
relatively low speed. The low speed is primarily attributed to
the limited bandwidth of the PI-controlled SPM, which is deter-
mined by the dynamics of the piezoelectric scanner. High-band-
width operation is imperative when imaging the time-varying
nature of the specimen under investigation, e.g., for imaging
the movements of a living cell or the formation of surface fea-
tures during materials processing. Lack of high-speed imaging
implies that the resulting AFM images have substantial distor-
tions because the sample has changed considerably while the
image was being collected. Therefore, a current challenge in
SPM is to achieve the nanopositioning of the SPM probe with
high bandwidth.

B. Dual-Stage Servo Systems for HDDs

Nanopositioning of the READ-WRITE head over data tracks is
becoming an important issue in HDDs as the data tracks become
smaller because of the ever increasing areal density of HDDs.
Today, a typical track width is on the order of 200 nm, a figure
that is expected to decrease annually by a factor of approxi-
mately 30%. A simple rule of thumb for servo design in HDDs is
that three times the statistical standard deviation of the position
error between the head and the center of the data track should
be less than one-tenth of the track width. To achieve these fu-
ture ultra-high areal densities, nanometer-level precision of the
servo system is required.

1) Precision Positioning: The positioning problem is to
place the READ-WRITE head over a desired spot on the hard
disk for recording and retrieving data to and from an HDD (see
Fig. 2). Currently, this positioning is achieved by two actuators:
a spindle motor that rotates the disk and a voice-coil motor
(VCM) that sweeps the head radially over the disk surface. The
head position relative to the target track center is monitored and
adjusted periodically by reading servo information embedded
in the data tracks, using a closed-loop control system that drives
the VCM actuator. It is noted that a precision positioning servo
is important to READ and WRITE data at the intended location
on the disk; however, nonlinear friction of the pivot bearing
limits the achievable servo precision. Moreover, the bandwidth
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Fig. 3. Dual-stage servo configurations. Reprinted with permission from [51],
© 2003 by ASME. (1) Actuated suspension. (2) Actuated slider. (3) Actuated
head.

of a traditional single-stage servo system is limited by the
multiple mechanical resonances of the actuator as well as by
input-magnitude constraints [44], [45].

2) Dual-Stage Positioning Systems: Dual-stage actuation has
been proposed as a solution that would increase both servo band-
width and precision [46]–[50]. In such a system, the VCM acts
as a first-stage coarse positioner and the microactuator, which
rides on the moving arm of the VCM, is used as a secondary
fine actuator. Note that the second stage is located closer to the
READ-WRITE head (on the moving arm) and has relatively less
mass to move; therefore, it tends to have a higher bandwidth
than the VCM. In addition, the second actuator tends to have a
significantly higher positioning precision than the VCM. Thus,
the integrated dual-stage system has the large range of the VCM
as well as the high precision and large bandwidth of the second
stage.

3) Types of Secondary Actuation: Currently, three main
types of secondary actuation systems have been proposed:
actuated suspension, the actuated slider, and the actuated head
(see Fig. 3). In all these configurations, the actuation forces
are generated by piezoelectric, electrostatic, or electromagnetic
microactuators [29], [51]. For example, in the actuated-sus-
pension approach, the microactuator is positioned around the
suspension base and actuates the entire suspension (and slider)
for head positioning [28], [52], [53]. The advantage of an
actuated suspension is that standard fabrication processes can
be used for attaching the piezoelectric secondary actuator to
the base of the suspension; however, a disadvantage is that
the increase in servo bandwidth is limited by the resonant
modes of the suspension. By moving the microactuator closer
to the READ/WRITE element (thereby reducing the mass that
needs to be moved) the actuated-slider approach, with the
microactuator between the slider and the suspension, results in
increased bandwidth [54], [55]. The microactuator is closest
to the READ/WRITE element in actuated-head designs, where
the microactuator is placed between the slider body and the
READ/WRITE element. One of the most critical challenges of
this approach is that the actuator fabrication process must be
compatible with those of the slider and the head [56].

4) Positioning Control Issues: To introduce this technology
into commercial products, several aspects still require further re-
search, namely, system integration, reliability, and performance
enhancement. Two of the largest commercialization obstacles
to be overcome at this time are the cost and reliability of actu-
ated-slider dual-stage servo systems. Other aspects that are the

focus of further research are the dynamic behavior and relia-
bility of the microactuator subjected to disturbances due to air-
flow, the interaction between head and disk, and the presence of
contaminants or particles. Future dual-stage servo systems may
well employ an actuated head approach to achieve nanometer
servo precision at high bandwidth. Here, research has just begun
and it focuses on the key problem of how to combine the fab-
rication processes of microactuators and READ/WRITE heads.
Also, being investigated is the use of micro-electromechanical
systems (MEMS) technology to incorporate additional sensors,
such as accelerometers and strain gage vibration sensors, to sup-
press airflow-induced track miss-registration and external dis-
turbances due to mechanical vibrations. Moreover, such a mul-
tisensing and multiactuation servo system also requires new,
robust, adaptive multiinput–multioutput (MIMO) control archi-
tectures and algorithms [29]. Positioning control problems for
the dual-stage system include track seek, where the objective
is to transition from one track to another, and track follow, i.e.,
maintaining the position over a specified track [57]–[59].

III. ACTUATORS AND SENSORS IN NANOPOSITIONING

An important issue in the design of controllers for nanoposi-
tioning is the availability and choice of actuators and sensors.
Therefore, this section reviews some of the actuators and sen-
sors used in nanopositioning.

A. Actuators for Nanopositioning

The main design parameters that characterize the perfor-
mance of an actuator are displacement range, force, bandwidth
(frequency range), size, weight, and power consumption. Most
actuators usually perform well in some of these categories, but
typically poorly in others. Hence, Section III-A reviews the
advantages and disadvantages of actuation approaches used for
nanopositioning.

1) Piezoelectric Actuators: Piezoelectric actuators are ubiq-
uitous in nanopositioning applications such as SPMs and micro-
motors. They have excellent operating bandwidth and can gen-
erate large mechanical forces in a compact design and for small
amounts of power, but they have a relatively small displace-
ment range. Bulk ceramic piezoelectric devices based on lead
zirconate titanate (PZT) are already well established, but re-
cently also thin-film-based devices have started to appear in
many applications [60], [61]. Issues in the modeling and control
of piezoelectric actuators are discussed in Sections IV and V.

2) Magnetostrictive Actuators: In magnetostrictive or piezo-
magnetic material, magnetization in an external field which in-
duces a dimensional change of the material [62]. Rods of mag-
netostrictive materials have found use in the industry in the form
of actuators because of their ability to convert electrical energy
into mechanical energy. Typically, current passing through a
coil located around a magnetostrictive rod produces the nec-
essary magnetic field for actuation. Precision positioning can
be achieved by precise control of the current. This actuation
mechanism is important when large forces must be obtained
over small distances. Terfenol-D is a well-known material with
a high magnetostriction coefficient that was developed in the
1960s. Sputter-deposited magnetostrictive films present an in-
teresting opportunity for actuation in micromachines that re-



DEVASIA et al.: A SURVEY OF CONTROL ISSUES IN NANOPOSITIONING 805

Fig. 4. Electrostatic microactuators: (left) interdigitated comb actuator and
(right) parallel-plates actuator.

quire contactless high-frequency operation. The power require-
ments for magnetostriction are greater than for piezoelectric
materials, but the actuation offers a larger displacement and the
ratio of mass per unit stress is greater than with a PZT actuator.
As in piezoelectric actuators, control issues in magnetostric-
tive actuators include addressing hysteresis effects [63], [64].
Another approach with magnetic fields is to levitate an object;
nanometer-scale precision is also achievable with such magnetic
levitation systems [65].

3) MEMS-Based Electrostatic Actuator: Electrostatic mi-
croactuators are well established in the MEMS field because of
their ease of fabrication as only the structural material needs
to be conductive. The electrostatic actuators consist of two in-
terdigitated comb structures, one being fixed (the stator), the
other movable (the shuttle). An electrical potential applied be-
tween the two combs generates a force either in the direction
that increases the overlap of the fingers or in the direction that
increases the distance between the electrodes, as illustrated in
Fig. 4. The former is called interdigitated comb actuator, the
latter parallel-plates actuator.

Interdigitated comb and parallel-plates actuators are, in prin-
ciple, easy to fabricate—a single mask level and one deep-re-
active-ion-etch (DRIE) step suffice to delineate the combs, the
table, the springs, and the frame. For closed-loop position con-
trol, the position of the shuttle is determined by measuring the
capacitance across a pair of combs. Electrostatic microactuators
have been intensively explored as secondary actuators in dual-
stage servo systems of HDDs, particularly in the actuated-slider
and actuated-head configurations (see [29] and the references
therein). They have also been proposed for the medium-actu-
ator design of probe-storage devices [66]. Drawbacks of inter-
digitated comb drives, however, are the relatively weak force
they generate and the high voltage they need. For example, for
a 50- m motion with 200 fingers, each being 500 m high and
spaced 16 m apart, as much as 120 V may have to be applied
[66].

4) MEMS-Based Electrostatic Surface Actuator: This type
of actuator (see Fig. 5), which employs a principle similar to
a stepper motor [67], also consists of two periodic electrode
structures: one fixed (to the stator) and the other movable (on
the translator). In contrast to an interdigitated comb drive, how-
ever, the electrodes are planar and face each other. To move the
translator to stable positions, in which the periodic structures
are aligned, in-plane forces are generated between them. These
forces are determined by the spatial phase relationship between

Fig. 5. Electrostatic surface actuator. An example voltage pattern is shown on
the electrodes; the voltage pattern is varied to move the translator.

Fig. 6. Motion cycle of 1-D shuffle actuator [70]. Adapted with permission
from [71].

the two sets of periodic electrodes and the voltages applied to
them. For continuous motion, each surface has multiple inter-
leaved periodic electrodes that can be successively activated to
create a voltage wave to move the translator in the desired di-
rection. However, this type of actuator also exerts large -axis
forces, which must be taken into account in the design of flexure
springs used to hold the translator above the stator.

Here, as in the case of other stepping-type actuators, the posi-
tion of the translator is known to within a single step without an
independent position sensor unless the actuation force is over-
come by an external force. For an actuator of this type that has
seven addressable periodic electrodes, a position resolution as
small as 5 nm has been achieved [68]. The intrinsic electro-
static centering force at each step position acts as a restoring
force. In operation, the overall in-plane stiffness of the trans-
lator can be much greater than the stiffness of the flexure springs
needed to hold the translator in place. Accordingly, relatively
soft flexure springs can be used for better power efficiency if
a strong holding force is maintained to counter external dis-
turbances. In other actuation systems, this is accomplished via
closed-loop servo, which, however, requires an independent po-
sition sensor and control system [69].

5) MEMS-Based Electrostatic Shuffle Actuator: The shuffle
actuator (also known as inchworm actuator) is an electrostatic
design based on a clamp and slip motion. This design consists
of two feet, independently clamped to the substrate via electro-
static force, and a membrane that can be reversibly collapsed by
an electrostatic force [70]. Its motion cycle is described in Fig. 6.
As the moving element is always clamped by at least one foot,
it exhibits high in-plane and out-of-plane rigidity for immunity
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Fig. 7. (top) Exploded view of the nanopositioner with base plate assembly.
The nanopositioner with the magnets is visible above the base plate and coils.
(bottom) Photograph of an assembled prototype nanopositioner. Reprinted with
permission from [74].

to external disturbances without requiring a stiff flexure and the
ensuing power consumption penalty. So far, only 1-D devices
have been built with this concept [69]; however 2-D versions
are conceivable. One of the potential problems of such an ap-
proach could be the wear due to the shuffling motion.

6) MEMS-Based Electromagnetic Actuator: Here, actuation
generates a force via the flow of current through a wire coil in
the presence of a magnetic field. This concept is widely used
because of its high force and efficiency in conventional macro-
scopic actuators. Conventional fabrication methods using wire-
wound coils can be used to build efficient miniature electromag-
netic motors and actuators, even for devices as small as 1 mm
[69]. Although from a fabrication point of view, planar inte-
grated coils and magnets created by depositing magnetic films
would appear to be attractive in MEMS scanners, designing and
fabricating them with a sufficient number of coil turns and a suf-
ficient mass of magnetic material to generate large forces effi-
ciently is difficult. Therefore, hybrid solutions, in which MEMS
techniques are used to fabricate the passive mechanical compo-
nents such as the frame, flexures, and table, and conventional
discrete magnets and wire-wound coils serve as the active ele-
ments, are often used instead [72]–[74].

An advanced hybrid design of an electromagnetic-ac-
tuator-based nanopositioner is shown in Fig. 7, in which
actuation is achieved by using two voice-coil-type actuators
[74]. This method of actuation provides a large travel range
at low operating voltages, compared with electrostatic or
piezoelectric actuation. The actuators are assembled in the
rectangular frames shown in the upper left and lower right of
Fig. 7(bottom). Each actuator consists of a pair of rare earth
(NdFeB) magnets mounted in the actuator frames using epoxy
glue. The two magnets within an actuator are mounted with
their magnetization aligned with the central axis of the coil, but
pointing in opposite directions. Thus, when a current is applied

to the coil, one magnet is attracted to the coil and the other
is repelled by it, resulting in forces on the shuttle in the same
direction. The net force results in a displacement of the shuttle
that is related to the stiffness of the positioner. Reversing the
direction of the current generates force and displacement in the
opposite direction. The magnitude of the force generated on a
single magnet is a nonlinear function of the spacing between
the magnet and coil. However, by using two magnets in this
push–pull configuration, a net force is generated that, for small
displacements, is approximately constant over the different
displacements of the shuttle. Combined with the linear spring
system of the positioner, this results in a displacement of the
actuator that is a linear function of the applied current.

The mechanical structure is fabricated from a 400- m-thick
single-crystal silicon (Si) wafer using a DRIE process. The fixed
coils are located between opposing magnets attached to moving
shuttles. Note that in this design, pivoting reversing levers be-
tween the actuator and table are used for both axes of motion:
in this way, a motion of the actuator results in a motion of the
scan table in the opposite direction. This rotational coupling al-
lows the masses on each side of the reversing lever to be bal-
anced. In such a “mass-balanced” design, the external acceler-
ation forces on the table and shuttle cancel one another, ren-
dering the system robust against external shock and vibration
[74], [75]. Although mass-balancing is common in rotary actu-
ators, it is less often applied to linear actuators because of the
complexity of the mechanism needed. In a MEMS scanner, this
complex mechanism can be fabricated with high precision and at
low cost. The planar electromagnetic nanopositioner, shown in
Fig. 7, has -motion capabilities of 60 m with an average
power consumption of 10 to 20 mW per axis. The nanoposi-
tioner achieves linear displacement as a function of the driving
current and exhibits a crosstalk between axes of 1%–3%. This
design is suitable for parallel probe-based mobile storage de-
vices or as a generic nanopositioning system for other nanotech-
nology applications.

7) MEMS-Based Thermal Actuator: The driving mechanism
in thermal actuation is either the bimorph effect or the use of
hot-cold arms [76]–[78]. In the latter approach, microstructures
with single-layer material can produce in-plane motion because
of the difference in thermal expansion of a narrow hot arm and
a wide cold arm. MEMS-based thermal actuators for nanopo-
sitioning applications have recently attracted renewed research
interest—not only because they generate large deflection and
force but also because their fabrication process is compatible
with the standard CMOS process. For example, in [78] a MEMS
hot-cold-arm thermal actuator design is described with bidirec-
tional vertical motion. This design is a U-shaped structure that
provides a larger deflection and better electrical efficiency than
the traditional vertical thermal actuator does, owing to the use
of an active return current path.

Irrespective of the physical effect used for actuation, thermal
actuators are in principle sensitive to the ambient operating tem-
perature and thus their use in nanopositioning applications may
be limited. Very recently, a multimorph thermal actuator fabri-
cated in a standard CMOS process was presented in [79]. In this
design, a temperature-insensitive capacitive positioning mecha-
nism has been incorporated that allows position detection with
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respect to large displacements. The thermal actuator achieved
a 24- m displacement with a power consumption of 17 mW.
For a closed-loop control bandwidth of 1 kHz, the sensor noise
would limit the minimum detectable signal to 5 nm. So far for
this concept, only a 1-D device has been built; however, 2-D
versions are conceivable.

B. Sensors for Nanopositioning

The speed and absolute positioning accuracy of various
nanopositioning systems crucially depend on the posi-
tion-sensing mechanism. On the other hand, generation of
nanometer-scale position information is in itself challenging,
particularly in the wide bandwidth and large dynamic range
required to achieve a reasonable throughput in many nan-
otechnology applications, including lithography and data
storage. Sensors based on a variety of techniques [80], such
as inductive [81], piezoresistive [82], capacitive [29], and
optical measurements [40], [83], [84] are suitable for nanopo-
sitioning applications. In this review, we focus on two posi-
tion-sensing techniques that are easily integrated with arrays
of MEMS-based nanopositioning actuators, namely, capacitive
position sensing and thermal position sensing. Capacitive
sensing is one of the most popular position-sensing techniques
in conjunction with microactuators that achieve nanometer
resolution. Very recently, silicon displacement sensors based
on the conduction of heat between two surfaces through the
ambient air have also demonstrated displacement resolutions
of less than 1 nm.

1) Capacitive Position Sensors: Position transducers based
on capacitive sensing are very popular in the industry because
they provide a relatively simple technique to implement a
noncontact measurement. The principle of capacitive position
sensing is based on the movement of the shuttle electrode
that causes a capacitance change between the fixed (stator)
and the movable electrode (shuttle). By measuring the change
in capacitance the shuttle location relative to the stator can
be determined. After conversion from capacitance to voltage
by means of an electronic circuitry, the capacitance change
due to shuttle movement provides an output voltage that is a
function of the shuttle’s displacement. It can be shown that,
for the comb-drive configuration, the output voltage and the
shuttle displacement are linearly related. On the other hand, in
the case of the capacitive sensing approach that uses the par-
allel-plate drive arrangement, the output voltage and the shuttle
displacement are nonlinearly related. This nonlinear behavior
can be linearized, to a certain extent, by using a differential par-
allel-plate configuration [29]. For electrostatic microactuators
that use capacitive sensing for closed- or open-loop position
control, the capacitance variation is on the order of 100 fF/ m
[29]. Clearly, to achieve nanometer position resolution, the
circuitry must be able to detect capacitance variations on the
order of 0.1 fF in the presence of parasitic capacitances. It is
well known that for capacitive position sensors the sensing
circuit design is the most critical component.

2) Thermal Position Sensors: The basic design of the
thermal position sensor uses a short, elongated U-shaped,
free-standing cantilever as shown in Fig. 8(a) [85]. The devices

Fig. 8. (a) Schematic of thermal position sensor. (b) Current flow through the
resistive heater results in a rise in temperature of the device. The black arrows
indicate the current path through device. Reprinted with permission from [85],
© 2005 IOP Publishing Ltd.

Fig. 9. (a) Heat conduction through the air into the underlying surface. (b) Dis-
placement of underlying surface towards the left results in an increase in the
cooling efficiency, implying a decrease in the temperature of the heater, which
in turn gives rise to a decrease in its electrical resistance. Reprinted with per-
mission from [85], © 2005 IOP Publishing Ltd.

are made from single-crystal Si using standard bulk microma-
chining technology. The sensing element is a resistive heater
made from moderately doped Si and supported by legs made
from highly doped Si that act as electrical leads. Application
of a voltage across the legs of the device results in a current
flowing through the heater and a subsequent increase in the
device temperature, as illustrated in Fig. 8(b). To use this device
as a displacement sensor, it should be positioned directly above
an edge or step on the object of interest, with the long axis of
the heater aligned parallel to the axis of motion. In addition,
the edge should be perpendicular to the direction of motion to
be measured and the surface of the sensor should be parallel to
that of the object of interest, as illustrated in Fig. 9. To sense
a displacement of the object, the temperature dependence of
the Si resistance is exploited. A fraction of the heat generated
by the resistive heater is conducted through the ambient air
into the scan table, which acts as a heat sink. Displacement of
the scan table gives rise to a change in the efficiency of this
cooling mechanism, resulting in a change in the temperature
of the heater and thus a change in its electrical resistance. The
sensors are driven by a constant voltage, and changes in the
resulting current using a current-to-voltage amplifier are
measured. To minimize drift effects, the sensors are operated in
pairs using a differential configuration. Although these devices
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are quite simple, the linearity, noise limit, and drift performance
that can be achieved are surprisingly good. In particular, a dis-
placement resolution of less than 1 nm and a dynamic range
of more than 100 m were achieved in a 10-kHz bandwidth.
Power consumption of these devices is on the order of 10 mW
per sensor, and the measured time response is described by
a simple exponential with a time constant of approximately
100 s [85].

IV. PIEZOELECTRIC ACTUATORS FOR NANOPOSITIONING

This section discusses the use of piezoelectric materials
for the design of nanopositioning actuators. The focus is on
piezoelectric actuators because they are omnipresent in nanopo-
sitioning applications, ranging from relatively small-range
nanopositioning stages of SPM to larger-range motors, e.g.,
[86] and [87]. Issues in the control of piezoelectric actuators,
such as bandwidth and resolution improvements by overcoming
actuator dynamics that includes creep, hysteresis nonlinearities,
and vibrations, are similar to the issues in other precision-posi-
tioning actuators, such as magnetostrictive actuators.

A. Piezoelectric Actuators

The piezoelectric effect was first discovered by the Curie
brothers in 1880 [60], [61]. Specifically, they found that
squeezing certain materials (piezein is the Greek word for
squeeze) results in an electric charge; this effect enables the
use of piezoelectric materials in strain sensors. However, the
use of piezoelectric materials as actuators exploits the converse
effect, i.e., that the application of an electric voltage results in
a mechanical strain. This converse effect is credited to Lipp-
mann’s theoretical predictions, which were also experimentally
verified by the Curie brothers. Piezoelectric actuators made
of ceramic PZT have been used for a long time, but recently
thin-film actuators have started to appear in many applications.
Historical perspectives of the piezoelectric effect as well as
recent advances in ceramic and thin-film actuators are provided
in [60], [61], and [88].

1) Fabrication of Piezoelectric Actuator: A piezoelectric ce-
ramic is a mass of perovskite crystals, in which each crystal is
composed of a small, tetravalent metal ion placed inside a lattice
of larger divalent metal ions and O [89]. To prepare a piezo-
electric ceramic, fine powders of the component metal oxides
are mixed in specific proportions. This mixture is then heated to
form a uniform powder, which in turn is mixed with an organic
binder and formed into specific shapes, e.g., discs, rods, plates,
tubes, etc. These elements are then heated for a specific time and
under a predetermined temperature. In this process, the powder
particles sinter and the material forms a dense crystalline struc-
ture. The elements are then cooled and, if needed, trimmed into
specific shapes. Finally, silver or copper electrodes are applied
to the appropriate surfaces of the structure.

2) Poling the Piezoelectric Actuator: Above a critical tem-
perature, known as the “Curie temperature,” each perovskite
crystal in the heated ceramic element exhibits a simple cubic
symmetry with no dipole moment. However, at temperatures
below the Curie temperature, each crystal possesses a dipole
moment. Adjoining dipoles form regions of local alignment
called “domains.” This alignment gives a net dipole moment

Fig. 10. Poling process: (a) Prior to polarization polar domains are oriented
randomly. (b) A very large dc electric field is used for polarization. (c) After the
dc field is removed, the remnant polarization remains.

to the domain, and thus a net polarization. As demonstrated
in Fig. 10(a), the direction of polarization among neighboring
domains is random. Subsequently, the ceramic element has no
overall polarization.

The domains in a ceramic element are aligned by exposing
the element to a strong dc electric field, usually at a temperature
slightly below the Curie temperature [see Fig. 10(b)]. This is
referred to as the “poling process.” After the poling treatment,
those domains that are almost aligned with the electric field ex-
pand at the expense of domains that are not aligned with the
field and the element expands in the direction of the field. When
the electric field is removed, most of the dipoles are locked into
a configuration of near alignment [see Fig. 10(c)]. The element
now has a permanent polarization, the remnant polarization, and
is permanently elongated. The increase in the length of the ele-
ment, however, is very small, usually in the micrometer range.

3) Modeling the Piezoelectric Effect: If a poled piezoelectric
ceramic element is mechanically strained, a resulting electric
charge is produced in the material. This is often referred to as
the “direct piezoelectric effect” and is illustrated in Fig. 11(a).
Conversely, application of an electric field to the element re-
sults in the material being mechanically strained. This prop-
erty is known as “converse piezoelectric effect,” and is shown
in Fig. 11(b).

The electromechanical equations for linear piezoelectric ma-
terial can be written as (see [90] and [91, Ch. 5])

(1)

(2)

where the indexes and refer
to different directions within the Cartesian coordinate system,
as shown in Fig. 12. The first index refers to the stimuli direc-
tion (e.g., electric field), the second shows the direction of re-
action (e.g., strain). and correspond to the mechan-
ical strain, stress, electrical displacement, and electric field, re-
spectively. The material properties , and represent the
elastic, piezoelectric strain, and dielectric constants. The second
equation describes the direct and the first the converse piezo-
electric effect. By convention, the “3” axis in Fig. 12 is aligned
with the poling direction.

When the applied electric field has the same polarity as
the poling direction, the resulting strain will be positive, which
corresponds to an elongation, whereas if they are opposite
the resulting stain will be negative, which corresponds to a
contraction.
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Fig. 11. Direct and converse piezoelectric effect. (a) Direct effect. (b) Converse effect.

Fig. 12. Right-hand Cartesian coordinate.

For a piezoelectric element, all parameters in (1) and (2) are
tensors. However, for objects of certain regular shapes (plates,
shells, etc.) these equations can be substantially simplified
thanks to the geometrical symmetries of these objects and
specific properties of the piezoelectric materials used in their
construction [89], [92].

B. Piezoelectric Tube Scanners

The use of piezoelectric tube scanners in SPM was first re-
ported in [93]. Compared with traditional tripod positioners,
these actuators were found to provide a higher positioning accu-
racy and larger bandwidth. In addition, they proved to be easier
to manufacture and to integrate into a microscope. Piezoelectric
tube scanners are now used extensively in SPM and many other
applications that involve nanopositioning [36], [94]–[97].

1) Schematic of Positioning Operation: As illustrated in
Fig. 13, a piezoelectric tube scanner consists of a tube of radi-
ally poled piezoelectric material, four external electrodes, and a
grounded internal electrode. Opposite electrodes are segmented
in four equal sectors of 90 and driven by signals of identical
magnitude, but opposite signs. Through bending, this results
in a 2-D movement in the – plane on, approximately, a
sphere. In this configuration, the inner electrode is driven by the

-signal. Another configuration includes a circumferential outer
electrode for independent vertical extension or contraction as
illustrated in Fig. 1. A drawback of using outer electrodes for

– – movement is that a large scan size reduces the available
range for -control.

2) Positioning Range: Precise calculation of the scanning
range of a piezoelectric tube can be quite difficult [98]–[100].
The bending of the tube is a function of the electric field and the

Fig. 13. Top and side view of a piezoelectric tube scanner with four external
electrodes and a continuous inner electrode. The bottom end of the tube is fixed
and the top end is used for positioning purposes. Equal, but opposite, voltages
are applied to opposite external electrodes to achieve x–y displacement, i.e.,
bending of tube. By applying a voltage to the inner electrode z-positioning
(elongation of the tube) can be achieved.

induced nonuniform strain. Assuming small deflections, how-
ever, would result in the following approximate expression for
the tip translation along the - or -direction [100]

where is the deflection in the - or -direction, is the
piezoelectric strain constant, is the tube length, is the out-
side diameter of the tube, is the tube thickness, and is an

- or -axis electrode voltage. The tip deflection can be doubled
by applying an equal, but opposite, voltage to the electrodes in
the same axis. Vertical translation due to a voltage applied to
the inner electrode is approximately given by

V. MODELING AND CONTROL ISSUES

Due to the key role played by piezoelectric actuators (e.g.,
piezoelectric tubes in SPMs) and the increasing interest in using
model-based control design techniques to improve the preci-
sion and scanning speed of these devices [33]–[37], [101], [102]
interest in understanding the dynamics of these actuators has
increased. A number of studies have been performed in this
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area, e.g., [103]–[108] and the references therein. The chal-
lenges of the modeling and control of piezoelectric actuators are
discussed in this section.

A. Creep

Creep is an undesirable property common with piezoelectric
actuators. It can result in significant loss in precision when posi-
tioning is required over extended periods of time [109]. In par-
ticular, during slow operation of SPMs, creep can result in sig-
nificant distortions in the image generated [110].

Piezoelectric creep is related to the effect of the applied
voltage on the remnant polarization of the piezoceramic ac-
tuator. If the operating voltage of a piezoelectric actuator is
increased, the remnant polarization continues to increase. This
manifests itself in a slow creep after the voltage change is
complete. A negative step change in the applied voltage would
have the opposite effect.

1) Nonlinear Creep Model: A number of approaches have
been proposed to deal with this phenomenon. One approach is
based on the approximate description of the creep effect by the
following nonlinear equation [111]:

(3)

Here, represents the time at which the creep effect is apparent,
is the value of the actuator displacement at time , and the

creep rate, , is a fixed value, that can be identified by observing
the step response of the actuator. The use of such a model to
correct for creep effects is illustrated in [36] and [111].

2) Nonlinear Versus Linear Creep Models: A challenge with
the nonlinear, creep model (3) is its dependence on the choice of
the time-parameter used to fit the model [111]. For example,
the creep rate tends to depend on the choice of the time-pa-
rameter . Additionally, for any fixed , the model is not valid
as time becomes small—the output becomes unbounded as

. Similarly, the output becomes unbounded as time be-
comes large, i.e., . These modeling difficulties can be
alleviated by using a linear creep model [34] discussed in the
following.

3) Linear Creep Model: The linear model proposed in [34]
captures the low-frequency response of a piezoelectric actuator
using creep models applied in mechanics [112]. In particular, the
creep effect can be modeled as a series connection of a number
of springs and dampers [34], i.e.,

(4)

where models the elastic behavior of the actuator at low fre-
quencies, is the spring constant, and is the damping con-
stant. It has been shown that a model order of three, i.e., ,
would capture the creep effect with reasonable accuracy [34].
An advantage of this frequency-domain approach is that this
low-frequency model can be appended to the linear model that
describes the vibrational dynamics of the actuator at higher fre-
quencies. This augmented model can then be used to determine
a controller to compensate for creep as well as other adverse vi-
bration effects associated with the actuator, as illustrated in [34].

Fig. 14. Steady-state, I/O plots corresponding to phase lag from creep model
G in (5): (top plot) input is sin(0:4�t); and (bottom plot) input sin(2�t) is
higher frequency.

B. Hysteresis

Hysteresis is the main form of nonlinearity in piezoelectric
transducers. The original meaning of the word refers to “lagging
behind” or “coming after.” However, it must not be confused
with “phase lag,” which is not a nonlinearity and is present in
many linear systems. For example, the lag effect of a simplified
creep model (in (4) with and )

(5)

is shown in Fig. 14 by plotting the input-output signals of the
system against each other—these plots change with input fre-
quency. For example, at low frequencies (relative to the poles of

), the creep effect is significant and tends to appear rounded
with an overall shape of an ellipse (see Fig. 14, top plot). At
higher frequencies, the creep effect reduces and is less rounded
(see Fig. 14, bottom plot). This frequency dependence of the
input–output (I/O) response due to the creep effect is coupled
with the hysteresis effect when the I/O plots are generated ex-
perimentally. Thus, these two behaviors (creep and hysteresis)
are not mutually exclusive; estimation of one behavior’s model
is influenced by the other behavior [34].

1) Rate and Amplitude Dependence: The level of hysteretic
distortion in a piezoelectric actuator will also vary depending on
either the maximum value of the input voltage being applied, the
frequency of the input signal or both. The last case is referred
to as “dynamic” or “rate-dependent” hysteresis [113]–[116].
The hysteresis associated with piezoceramics exhibits nonlocal
memory. Hence, the current output state of the actuator not only
depends on the current voltage input but also on its past history
[117]. This property can cause complications in feedback con-
trol systems if it is not accounted for, as several different output
states can be obtained from the same input value depending
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Fig. 15. Example hysteresis loops between input voltage v and the lateral
movement x of an experimental piezoelectric tube.

on the “memory” (or past history) stored in the piezoelectric
material.

2) Effect on Closed-Loop Stability: The adverse effect of
hysteresis on the closed-loop stability and performance of
voltage-controlled piezoelectric actuators has been reported by
several authors. In particular, [118] reports experimental results
to illustrate that when a piezoelectric stack actuator is being
used in a feedback loop with a voltage amplifier, the gain and
phase margins of the system will deteriorate significantly (up
to 28%) owing to the presence of hysteresis.

3) Hysteresis Modeling: To successfully exploit the full po-
tential of piezoelectric transducers in control schemes, it is es-
sential to understand and model their behavior accurately. When
the output is plotted against the input, the plots for increasing
and decreasing inputs are different and form a loop (see Fig. 15);
early models used polynomials to capture the major loops in
the I/O response, e.g., [119]. However, such approaches fail to
capture the minor loops seen in Fig. 15. The most widely used
approach to model hysteresis in piezoelectric materials is the
classical Preisach hysteresis model [120]–[123]. Another one is
the Maxwell resistive capacitor (MRC) model [121], [124]. The
connection between the two approaches has also been investi-
gated [125].

The classical Preisach model has been shown to model hys-
teresis accurately at a given frequency in many different types
of actuators, such as electromagnets [126], shape memory alloys
[127], ferromagnets [128], and piezoceramics [34]. A practical
implementation of the procedure was described in [120].

4) Modeling the Input-Frequency Dependence: Note that the
classical Preisach approach is not rate-dependent and can only
be used for applications that operate at a single frequency, such
as SPM. For applications that require a broadband compen-
sation, a dynamic Preisach model [114]–[116], [123] must be
used instead. An alternative approach is to decouple the linear
models of creep and vibrations from nonlinear, Preisach models
of hysteresis [34]. Specifically, hysteresis is modeled as an input
nonlinearity [121] between the applied input voltage and the
resulting mechanical input , as shown in Fig. 16. Next, the
output of this hysteresis submodel is passed through a creep
and vibrations submodel [34], which captures the frequency-de-
pendant “phase lag” and “oscillations” in the I/O response that
might otherwise be considered as rate dependence (frequency

Fig. 16. Schematic of piezoelectric actuator model. For an input V , the output
is given by G[H(V )]. The structural vibrations and some of the apparent rate-
dependence in the hysteresis effect are captured in a linear model G and the
hysteresis nonlinearity H is captured, using, e.g., a rate-independent Preisach
hysteresis model.

dependence) in the hysteresis. Interchanging the order of the
linear creep and vibration submodels does not change the input-
voltage-to-output-position response of the model.

5) Charge Control Rather Than Voltage Control: The
problem of controlling the hysteresis effect can be substantially
eased by the use of charge, or current to drive the piezoelectric
actuator. It has been known since the 1980s that the piezoelec-
tric effect in a charge-driven piezoelectric actuator is minimal
[129], [130]. However, this unique property of piezoelectric
materials has not been widely used because of the difficulties
associated with driving highly capacitive loads with available
charge/current amplifiers. The main problem is the existence
of offset voltages in the charge or current source circuit and the
uncontrolled nature of the output voltage, which results in the
capacitive load being charged up. When the output voltage, also
known as the compliance voltage, reaches the power supply
rails, the signal applied to the actuator saturates and distortions
occur. This issue has been pointed out by a number of authors
[131], [132]. Recent research [32], [133] proposes a new struc-
ture for charge and current sources capable of regulating the dc
profile of the actuator. A dc-accurate charge/current amplifier
has also been proposed in [134] and [135].

C. Vibrations

A major obstacle in achieving high-speed nanopositioning in
applications such as SPM is the vibrations induced when the
positioning bandwidth is increased relative to the first resonant
mode of the piezoelectric actuator. This loss of positioning pre-
cision is generally small at low operating speeds. Consequently,
the operating bandwidth of these systems is restricted to be
much smaller than the first resonance frequency of the piezo-
electric actuator. In applications such as SPM, this amounts to
a scanning speed that is 10–100 times lower than the first reso-
nance mode of the actuator.

To appreciate the complications that can arise during high-
speed nanopositioning applications, note that in SPM a probe is
moved over the sample in a raster pattern. To achieve this spe-
cific movement of the probe, a slowly increasing ramp signal
is applied to the -electrode of a piezoelectric tube scanner,
while the -electrode is driven by a fast triangular waveform.
When the frequency of this latter waveform is high, the lateral
movement of the tube is distorted. This situation is illustrated
in Fig. 17(top), which depicts the lateral movement of a piezo-
electric tube when driven by a 40-Hz signal. The first resonant
mode of the tube is located at 850 Hz. The distortions are due
to the amplification of the 21st and 23rd harmonics of the trian-
gular waveform, which are close to the first resonant mode of
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Fig. 17. Open-loop (top) and closed-loop (bottom) lateral movement of an ex-
perimental piezoelectric tube when driven by a 40-Hz signal. First resonance
frequency of the tube is at 850 Hz. Reprinted from [136] with permission.

the tube. These distortions can be substantially reduced if this
resonant mode is damped. Fig. 17(bottom) illustrates the im-
provement that can be achieved if 25-dB damping is added to
the first mode of the structure [136].

D. Modeling Errors

The system performance (controller design) should be robust
to the presence of modeling errors due to parameter variations
and unmodeled dynamics.

1) Parameter Variations: A major difficulty in modeling
piezoelectric-actuator dynamics is that parameters (such as
the applied-voltage to induced-strain constant and the external
load) are not known accurately. Therefore, it is challenging
to develop a priori accurate models for controller design.
Even when the parameters are known, they can change over
relatively long time intervals because of aging effects. More-
over, piezoelectric parameters are very sensitive to variations
in temperature [137]. Therefore, experimental modeling and
parameter identification are important aspects of the controller
design, thus making robust, adaptive, and learning techniques
well suited for the control of piezoelectric-actuator-based
systems.

2) Unmodeled Dynamics: When designing controllers
for the vibrational dynamics of piezoelectric actuators, high-
frequency vibrational modes are often neglected to obtain
a simplified model (for controller design). However, the
high-frequency vibrational modes can affect the stability of
the closed-loop system as well as impose limitations on the
achievable performance of the closed-loop system. Therefore,
the spillover effects on these unmodeled modes should be
considered in the controller design [138].

3) Coupling Effects: Another type of unmodeled dynamics is
the cross-coupling effect between different axes (e.g., of a piezo-
electric tube), which is often assumed to be negligible. However,
it has been shown that such effects could become significant
if the actuator is used in a high-speed scanning regime [139],
[140]. Therefore, there is a need for better understanding cross-

Fig. 18. Tradeoffs between bandwidth, precision, and range.

coupling effects and multiaxis, MIMO controllers in piezoelec-
tric tube scanners.

E. Bandwidth-Precision-Range Tradeoffs

Controller design has to consider tradeoffs between the band-
width, precision, and range of a piezoelectric actuator, as shown
in Fig. 18. Positioning precision depends inversely on the band-
width, not only because of the difficulty in controlling higher-
frequency modes of the piezoelectric actuator (which leads to
a loss in precision), but also because the sensor noise tends to
be proportional to the bandwidth. Moreover, precision also de-
pends inversely on the positioning range because of quantiza-
tion noise in digital controller implementations. For example,
analog-to-digital conversion (when using analog sensors such
as thermal and capacitive sensors) as well as digital-to-analog
conversion (for actuation) introduce noise, which adversely af-
fects the controller performance.

The bandwidth tends to be inversely dependent on the range
because the first vibrational resonance of the piezoelectric actu-
ator tends to be higher for a smaller actuator. Note that vibra-
tions tend to degrade positioning accuracy as the main frequency
content of the input becomes close to the first resonance fre-
quency of the system. One approach to reduce vibration-induced
error is to choose system inputs that avoid exciting the piezo-
electric positioner’s vibrational dynamics. Specifically, vibra-
tions can be decreased by limiting the input frequency content
to well below the system resonance (low-speed operation). Al-
ternatively, to enable higher-speed operation, the first resonance
frequency of the system can be increased by optimizing the ge-
ometry of the piezoelectric positioner (to make it stiffer). This
optimization, however, usually results in a smaller (or stiffer)
piezoelectric positioner, which also tends to have a smaller max-
imum positioning range. Therefore, the tradeoffs are between
the maximum range and the achievable bandwidth of the piezo-
electric positioner.

VI. CONTROL APPROACHES

This section reviews the literature on controller development
for nanopositioning with piezoelectric actuators. The different
approaches are broadly classified into feedback, feedforward,
iterative, and sensorless control.

A. Feedback

1) Integral Controllers: The main advantage of an integral
controller is that it provides high-gain feedback at low fre-
quencies; therefore, integral controllers can overcome creep
and hysteresis effects and lead to precision positioning (since
the vibrational dynamics is not dominant at low frequencies).
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Fig. 19. Feedback control scheme, where the positioner dynamics was modeled
in Fig. 16.

In this sense, traditional proportional-integral-derivative (PID)
feedback controllers (as shown in Fig. 19), or a double inte-
gral for tracking a ramp, are well suited for nanopositioning
[141]–[143] and are popular in SPM applications [144]. Re-
cently considerable research effort has gone into the automated
tuning of the PID parameters [145] as well as the robustification
of existing integral controllers [37].

2) Low Gain Margin: Precision positioning can also be
achieved at high frequencies if feedback controller gains can be
chosen to be sufficiently high at those frequencies to overcome
vibration-induced errors. Nonetheless, there are limits to the
improvements achievable in positioning performance with
high-gain controllers because piezoelectric actuators tend to
have low gain margins. The low gain margin is a result of rapid
loss in phase at the sharp resonant peak (i.e., first vibrational res-
onance) in the frequency response (Bode plots) in combination
with loss in phase due to higher-frequency dynamics and filters
used with sensors and actuators. Therefore, large feedback gain
at high frequency tends to destabilize the piezoscanner [118],
[144]. One approach to resolve the low-gain margin problem
is to modify the first sharp resonant peak of the system with
a notch filter [146], [147]. Experimental results show that this
notch-filter approach can lead to a marked increase in the gain
margin, and can be used to design feedback controllers that sig-
nificantly improve the closed-loop performance in piezoelectric
actuators—even at high frequencies [148].

3) Modern Control Techniques: The main challenge in feed-
back design is performance improvement while maintaining
the stability of the overall system in the presence of parameter
uncertainty and unmodeled high-frequency vibrational modes
[138]. Therefore, advanced control techniques have been ap-
plied to improve the precision and bandwidth of piezoelectric
actuators used in nanopositioning significantly. These control
techniques include state feedback [146], adaptive methods
[149], [150], and lead/lag methods [101], [151]. Furthermore,
robust control techniques have been developed in [35]–[37],
[101] and [102].

B. Feedforward

Use of feedforward can lead to improved output-tracking
performance in SPM [33]. Such feedforward usually augments
the feedback controller (see Fig. 20)—the ideal feedforward (to
achieve perfect tracking of the desired output, ) is the
inverse of the positioner dynamics, in
Fig. 16.

1) Feedforward Hysteresis Compensation: Several methods
have been proposed to deal with hysteresis in piezoceramics,
most of which are based on feedforward inverse compensation
schemes, which invert mathematical models of the hysteresis

Fig. 20. Augmenting feedback with feedforward.

nonlinearity ( in Fig. 16) to determine hysteresis-com-
pensating inputs. Such hysteresis inverse is sufficient during
low-frequency operation since creep can be corrected using
feedback and vibrations are not significant at low frequencies.
The inversion is a two-step process. First the hysteresis
is fitted with, e.g., polynomials [119], [152], exponentials
[153], the Preisach model [117], [126], [154], the MRC model
[121], the Prandtle–Ishlinskii model [155], multiple linear-play
models [156], differential equation models [157], or determin-
istic path models [111], [158]. Then, the model is inverted to
obtain in a second step. An alternative approach (which
reduces the number of steps) is to directly capture the inverse
model ( , e.g., using a Preisach technique) and use it to find
the input signal [34]. In such feedforward methods, the desired
output is fed through the inverse model to obtain the input
signal, which is then passed onto the physical plant, the output
of which will ideally be the desired signal.

The challenge with such approaches is the modeling com-
plexity and parameter sensitivity. Therefore, methods for
dealing with hysteresis have been reported that avoid the need
for an accurate model. One such method is the phaser approach,
reported in [151] and [159], which essentially represents hys-
teresis as a linear phase lag and attempts to compensate for it
by using a phase lead transfer function in series with the plant.
Describing functions have also been implemented with some
success [118], [131].

2) Increasing the Bandwidth: The feedforward method
shown in Fig. 20 does not share the low-gain margin problem
of the feedback approach. Therefore, substantial improvements
in precision positioning at high frequency can be achieved by
using feedforward techniques [160]. This ability to increase the
bandwidth with model-based feedforward while achieving sub-
nanometer-scale positioning precision was first demonstrated
experimentally for an SPM in [33].

Similar to hysteresis compensation, the feedforward ap-
proach uses a mathematical model of the system’s linear
dynamics ( in Fig. 16) to determine vibration-compensating
inputs for piezoelectric positioners as shown in [33]—this
is augmented with the hysteresis inverse to invert the
entire system model as shown in [160]. Recent
advances in inversion methods (to find the feedforward input)
can tradeoff actuator limitations with the required positioning
precision [33], [160], [161], exploit actuator redundancy when
using multiple actuators [81], enable robust inversion of the
actuator dynamics [162]–[164], enable online implementation
of the inversion approach [165], and reduce the computational
effort [166].

3) Integration of Feedforward and Feedback: Feedforward
control improves performance without incurring the stability
problems associated with feedback design. However, it cannot
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Fig. 21. Inversion-based feedforward of closed-loop system G . The feed-
back controller reduces the system nonlinearity and uncertainty; the feedfor-
ward is the inverse G of the linearized closed-loop system.

account for modeling errors. In particular, inversion-based feed-
forward controllers (which are model-based) cannot correct for
tracking errors due to plant uncertainties [167]. Therefore, it is
necessary to use feedback in conjunction with feedforward to re-
duce uncertainty-caused errors in the inverse input. Note that the
use of feedforward inputs can improve the tracking performance
compared with the use of feedback alone, even in the presence
of plant uncertainties. The size of acceptable uncertainties to
guarantee that performance can only get better by adding feed-
forward to feedback has been quantified in [162].

4) Modeling and Computational Complexity: Although the
feedforward input obtained using model-based inversion im-
proves positioning precision [34], a challenge in using such
feedforward methods is the computational effort required to in-
vert the piezoelectric-actuator dynamics, which include both
the nonlinear hysteresis effects and the linear vibrational dy-
namics. The challenge arises because of the complexity of de-
veloping and identifying high-order hysteresis models. More-
over, inversion of these high-order models can be computation-
ally challenging. Inversion of the linear vibrational dynamics
is relatively simpler [33] than inversion of a nonlinear hysteretic
system with vibrations in Fig. 16.

One approach to reduce the modeling and computational
complexity is to first linearize the system by using feedback to
overcome the hysteresis effects—issues in the use of high-gain
feedback for linearization are discussed in [148]. Next, the
linearized closed-loop system can be inverted [148], [166],
which is easier to invert than the complete nonlinear dynamics,
to find the feedforward input (see Fig. 21). While such inver-
sion of the closed-loop system leads to reduction in modeling
and computational complexity, a drawback of this approach
(when compared to the scheme in Fig. 20) is that the achievable
positioning bandwidth (of the closed-loop system ) could
be limited by the low-gain margin problem in the design of the
feedback controller.

Alternatively, the system nonlinearity can be reduced by
using charge control, and then the inversion-based approach can
be applied to the linearized system to obtain the feedforward
input [168].

5) Reducing Uncertainty With Feedback: The feedback
controller in Fig. 21 can be designed to reduce the uncertainty
in the closed-loop system. This reduces the error in modeling
the closed-loop system , and therefore, reduces the error in
computing the inverse input [148], [166]. Again, a drawback of
this approach to invert the closed-loop system is that the achiev-
able bandwidth is limited by the low-gain margin problem in
the design of the feedback controller. Alternate strategies to
reduce uncertainty in the inversion process include: adaptive

inversion of the system model (for both schemes, Figs. 20 and
21), see e.g., [169], or learning the correct inverse input that
yields perfect output tracking, i.e., iterative inversion of the
system model, e.g., [140] and [170].

C. Iterative Control

If the positioning application is repetitive (e.g., periodic
scanning of the SPM probe), iterative methods can be used to
improve the positioning performance. Therefore, iterative and
adaptive control methods are well suited for nanopositioning
applications.

1) Hysteresis Control: Adaptive and iterative control ap-
proaches lead to a reduction in hysteresis effects, and thereby
an improvement in positioning precision, e.g., [145], [149],
[150], [171], and [172]. A challenge in iterative approaches
for hysteretic systems is to prove convergence of the iterative
algorithm. The difficulty in proving convergence arises be-
cause the output is multivalued for a given input (see Fig. 15).
Therefore, the direction in which one needs to change the input
(i.e., whether to increase or decrease the input to correct an
output error) cannot be uniquely found [173]. The design of
iterative control algorithms with guaranteed convergence rates
for piezoelectric actuators has been studied in [173]–[175].

2) Vibration Control: Iterative control can significantly
increase the operational bandwidth of piezoelectric actuators
without loss of positioning precision. For example, in SPM
applications, iterative feedforward approaches can be used to
position the probe precisely over a sample surface [140], [176].
Such iterative approaches are particularly useful for precise
control of the tip-sample interactions such as the tip-sample
force to avoid damage of soft biological samples during SPM
imaging [140], [176].

D. Sensorless Control

The idea of sensorless control of scan-induced vibrations in
piezoelectric tube scanners is based on the observation that a
piezoelectric transducer can function as an actuator, a sensor,
or both simultaneously. Exploiting this embedded sensing ca-
pability of piezoelectric transducers eliminates the need for an
external sensor in feedback-based vibration control systems.

1) Piezoelectric Tube Scanners: Two concepts for sensor-
less control are illustrated in Fig. 22. In the first approach, illus-
trated in Fig. 22(a), one of the electrodes of a piezoelectric tube
is used as a sensor, while the other electrode functions as an ac-
tuator. The purpose of the controller is to minimize structural
vibrations of the tube associated with its first resonant mode by
adding sufficient damping to the structure. This is a collocated
feedback control system, and a number of control design tech-
niques have been proposed in the literature that are applicable
in this case, see, e.g., [177]–[182]. Once sufficient damping has
been achieved, tracking can be obtained by driving the system
with a scanning signal as shown in Fig. 22(a). An application of
this methodology to a piezoelectric tube scanner is reported in
[183]. A downside of this approach is that the scanning range
would be halved as only one of the electrodes can be used to
actuate the tube.

The second concept for sensorless control is illustrated in
Fig. 22(b) and is generally referred to as piezoelectric shunt
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Fig. 22. Sensorless control of a piezoelectric tube scanner. (a) Strain voltage
induced in one electrode is used as the measurement for feedback controller
K(s) that drives the opposite electrode. (b) One of the electrodes is electrically
shunted to an impedance Z(s).

damping. By shunting one of the electrodes with an appropriate
impedance, structural vibration of the tube can be reduced, and
the opposite electrode can be used to drive the tube with the
scanning signal. Although first described in [184], the concept
of piezoelectric shunt damping is usually attributed to Hagood
and von Flotow because of their analysis reported in [185]. A se-
ries inductor-resistor network has been demonstrated to reduce
the magnitude of a single structural mode significantly. Together
with the inherent piezoelectric capacitance of the tube, the net-
work is tuned to the resonance frequency of a single structural
mode. Similar to a tuned mechanical absorber, additional dy-
namics introduced by the shunt circuit act to increase the effec-
tive structural damping [185].

Piezoelectric shunt control has been the subject of intense
research, and interesting results have been reported, see [92],
[186], [187], and the references therein. In particular, the in-
vention of synthetic impedance for the digital implementation
of an impedance shunt [188] and the identification of the feed-
back structure associated with shunted piezoelectric transducers
[189] have enabled researchers to design and implement high-
performance shunts in a very effective way. Application of this
concept to a piezoelectric tube nanopositioner is reported in
[135]. An advantage of this approach over collocated feedback,
illustrated in Fig. 22(a), is that after a slight modification of the
shunt impedance the same shunted electrode can be used to drive
the actuator with the scanning signal [135]. Therefore, the full
scanning range of the nanopositioner can be recovered.

2) Image-Based Sensorless Control: Sensorless control
becomes important in subnanometer-scale positioning needed

Fig. 23. Image-based STM iterative control [190]. At each iteration step k, the
STM is used to acquire a reference low-speed and a high-speed image (I and
I , respectively). These two images are compared to determine the positioning
error e , which is used by the iterative control algorithm (ICA) to determine
the input u for the next iteration step to improve the STM’s positioning
accuracy. (Image provided by Garrett Clayton.)

when imaging surfaces at the atomic scale with a scanning
tunneling microscope (STM). One of the difficulties with feed-
back approaches in STM is that external sensors cannot directly
measure the position of an STM-probe’s atomically sharp tip.
Instead, they measure the position of a different point on the
STM scanner and then infer the position of the STM-probe’s
tip. Thus, it is challenging to directly measure the position
of the STM-probe’s tip over the sample surface with external
sensors, also making feedback control challenging.

Moreover, the resolution of conventional sensors is not suffi-
cient for feedback control of the STM when subnanometer res-
olution is needed at high speeds (at room temperature) because
sensor noise tends to increase with the scan frequency and tem-
perature. For example, while the resolution of noncontact ca-
pacitive sensors is only limited by quantum noise (in theory),
the effective noise factor is about 0.01 nm Hz. Therefore, the
resolution becomes poor during high-speed STM operation; the
resolution is about 0.1 nm at 100 Hz, which is not sufficient to
correct for positioning errors when imaging a few carbon atoms
in graphite, where the spacing of the atoms is approximately
0.2 nm. This lack of high-resolution measurement capabilities
makes the use of feedback control to compensate for dynamic
effects in STMs challenging.

To resolve problems with using external sensors, an image-
based approach (see Fig. 23) was developed that exploits the
extant imaging capability of the STM in [190]. This approach,
which uses image distortions to compensate for dynamic effects,
extends previously developed methods that have used STM im-
ages to correct for positioning errors at relatively low operating
speeds [191]. The main idea is to quantify the error in posi-
tioning the STM-probe’s tip over the sample surface by using
STM images of standard calibration samples. As the calibra-
tion sample surface is fixed, distortions in the image (due to dy-
namics effects) can be used to quantify the positioning errors
and correct the input to the STM. In general samples (rather
than calibration samples), topography-feature recognition can
be used to correct dynamic effects (e.g., to correct creep effects
[192]). Thus, the ability to quantify and correct dynamic effects
is only limited by the resolution of the built-in, tunneling-cur-
rent sensor (of the STM) and not by limitations of external po-
sition sensors. Also, because an image-based approach exploits
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the extant imaging capability of the STM, its use enables an in-
creased operating speed without requiring additional hardware,
and, therefore, without substantially increasing equipment cost.

An advantage of the image-based approach is that it can be
automated using image-distortion-based error estimation algo-
rithms such as those developed in the visual-servoing field (see,
for example, [193]). Such automation will make it easy for the
end user to not only calibrate, but also recalibrate the STM
to account for variations in the scanner dynamics caused by
time-varying effects (e.g., aging-related effects) and operating
conditions (e.g., temperature). Automation will also allow the
image-based approach to be applied to highly parallel micro-
fabricated STM systems that are being developed for nanotech-
nologies. Such miniaturized arrays have higher bandwidth [194]
and increased throughput [195], but their operational speed is
still limited by dynamic effects. Thus, higher-speed operation
of such miniaturized parallel systems can also be enabled by
exploiting the image-based approach.

VII. EMERGING CONTROL ISSUES

In this section, we will discuss some of the emerging appli-
cations and control issues in nanopositioning.

A. Precision Positioning Over Long Range

The need for positioning systems with nanometer-scale pre-
cision over extended ranges has typically been given a lower
priority on the basis that nanotechnologies (such as nanofabri-
cation) were purely limited to research [196]. However, long-
range high-precision positioning is becoming increasingly crit-
ical as we realize the many possibilities nanotechnology has to
offer. For example, such positioning systems are particularly
important to bridge the gap between micro- and nanofabrication
when linking compound geometric patterns containing nanos-
tructures with their much larger I/O connections [196]. Cur-
rent commercially available inchworm motors offer both high
precision and long range—they are capable of nanometer-pre-
cision positioning over the centimeter range (see, e.g., [26],
[27], [197], and [198]). However, because of vibrations induced
during locomotion, the positioning precision of inchworm mo-
tors is lost during high-speed operation.

1) Long-Range High-Precision Positioning With Inchworm
Motors: Inchworm motors are capable of delivering high
precision over long-range motions. As shown in Fig. 24, the
piezoelectric motor is stationary (fixed to the ground at C)
while the inner rod travels back and forth. (A kinematic vari-
ation is to hold the rod stationary and let the inchworm motor
move over the rod.) In such motors, relatively large movements
with nanometer-scale precision can be achieved by repeating
a nanostepping procedure. Briefly, the substeps involved in a
nanostep movement are as follows (see Fig. 24). First, piezo-
electric actuator A clamps to the rod; then piezoelectric actuator
B expands, forcing the rod to move to the left; piezoelectric
actuator C clamps and A releases, and finally, B contracts,
forcing the rod to move to the left again. This motion, repeated
over and over again, allows the inchworm motor to achieve
nanometer-precision positioning of the rod over a long range.

Fig. 24. Schematic of an inchworm moving a rod to the left—this requires
repeated clamping and unclamping of piezoelectric actuators A and C. (a) A
clamps to the rod, (b) B expands, forcing the rod to move to the left, (c) C
clamps and A releases, and (d) B contracts, again forcing the rod to move to the
left.

2) Impact Control in Inchworm Stages: Impact-induced vi-
brations that result from each clamping step (piezoelectric ac-
tuators A and C) become more and more pronounced with in-
creasing operating speed, and lead to loss of positioning pre-
cision during high-speed operation. Furthermore, each on–off
cycle of a clamp produces dynamic tensile stresses that will ul-
timately produce cracks in the piezoelectric material. For ex-
ample, the fatigue life of piezoelectric actuators in the inchworm
motor (used by Burleigh Instruments, Inc.) ranges from 100 mil-
lion to one billion clamp-change cycles. If the inchworm motor
takes nanometer-sized steps, its estimated life is on the order of
200 to 2000 m. This estimated life is extremely low if such a
device is to be used for long-range positioning (with nanometer
precision). A typical recommendation to reduce the possibility
of fatigue failure of the piezoelectric actuator (at present) is to
avoid mechanical shocks—i.e., to go slow. Therefore, control
techniques are needed to mitigate the adverse effects of impact
forces and vibration during rapid positioning with inchworm
motors.

B. Increasing Throughput

The throughput of current SPM-based nanofabrication is too
low to be economically viable. Therefore, a substantial increase
of the throughput is needed.

1) Use of SPM in Nanofabrication: Although SPM was ini-
tially developed and applied—with tremendous success—as a
surface analysis instrument, its potential for surface and material
modification is now being exploited for nanofabrication [15].
The main advantage of SPM-based nanofabrication is that it
achieves the smallest features [15]: For example, STM achieves
the manipulation of single atoms, although in highly restrictive
environments [199]. In general, STM can be used for additive
nanofabrication by depositing material from a gas precursor (a
localized chemical vapor deposition technique) or from an elec-
trolyte (localized electrodeposition). Material can also be re-
moved from the substrate by mechanical means such as con-
tacting the tip against the sample as in AFM or by electrical
pulses. Other approaches, such as localized etching of the sur-
face with a gas or electrolyte, also fall under the second category,
where material is removed from the substrate. Thus, SPM-based
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techniques are poised to play a significant role in future tech-
nological progress, especially when manufacturing processes
in electronics, optics, and precision machining begin to require
nanometer-scale control over feature sizes.

2) Low Throughput of SPM-Based Nanofabrication: Unfor-
tunately, SPM-based nanofabrication suffers from throughput
limitations present in all serial techniques—the tip must visit
each point where something is to be done. Even with multiple
probes [195], [200] such serial processes cannot compete with
parallel techniques like current optical lithography, which can
process an entire wafer (more precisely, one die) in one step.

3) Integrating Top-Down and Bottom-Up Nanofabrication:
One solution to the low-throughput problem is to integrate the
slower, top-down, SPM nanofabrication with faster, bottom-up,
nanofabrication methods. For example, rather than adding all
the required material in a direct write approach, STM-based
chemical vapor deposition (CVD) might be used only for
seeding or prenucleating the desired pattern, whereas the rest
of the material can then be grown by selective CVD [201].
Similarly, patterned self-assembled monolayers can be fabri-
cated with AFM-based dip-pen nanolithography, which can
then be used for nucleation and growth of functional polymers
[202], [203]. In this sense, the top-down SPM is only needed
for generating the initial pattern, which then forms the basis
for growing the nanostructure using highly-parallel bottom-up
techniques [204], [205].

4) Need for High-Speed Positioning: The generation of ini-
tial seed patterns with an SPM will require rapid positioning of
the SPM probe (i.e., the output) from one location to another on
the initial seed pattern. Therefore, optimal control techniques
and trajectory-planning methods are well suited to rapidly shift
the SPM probe from one position to another [206], [207]. Sim-
ilar methods have also been used to optimize the scan paths in
SPMs [208].

C. Distributed Nanopositioning Systems

Distributed arrays of nanopositioners lead to highly parallel
systems, which have both long range as well as high bandwidth.
Control of such distributed systems is an emerging area in ap-
plications such as data storage and nanofabrication.

1) Storage Application: The ability to modify surfaces with
an SPM has motivated efforts to create data-storage devices
based on scanning-probe techniques for storing data at much
higher densities than can be achieved by conventional means,
e.g., [30] and [209]–[211]. These devices are still based on
mechanical access, but MEMS-based actuators, sensors, and
micro-scanners will replace the microscopic actuators, motors,
and mechanical structures of conventional storage devices. It
is the unique capabilities of the MEMS structures that promise
small form factor, low power consumption, fast mechanical
access times, and good shock robustness. In such storage de-
vices, the rotating disk and single head per surface paradigms
of HDD have been abandoned in favor of MEMS-based
actuators (in some designs -direction actuation is necessary)
that position a large 2-D array of probe tips over the storage
medium for parallel READ/WRITE operations. The schematic
illustration of an example device is shown in Fig. 25. As
actuation distances are typically on the order of 100 m, and

Fig. 25. Schematic of MEMS-based probe-storage device. (Reprinted with per-
mission from [212].)

components have small masses, the positioning delays, i.e.,
access times, are much smaller than in disk drives. However,
to achieve the ultrahigh storage densities that are possible with
scanning probes, extreme precision in navigating the probe tips
to the desired position is required.

2) Design Requirements: Functional storage devices require
mechanical motion between the READ/WRITE probes and the
storage medium. This is accomplished by a microscanner con-
sisting of a movable table on which the medium (or alterna-
tively, the probe array) is located, a spring system with suffi-
cient compliance to accommodate the required amount of mo-
tion, and an actuation means with sufficient force to move the
table the desired distance and with the desired acceleration. Al-
though conceptually such a microscanner is a simple device, the
design requirements are quite stringent, and include not only an
independent and orthogonal – travel range of 50 to 200 m,
high repeatability and linearity, and undesirable out-of-plane
motion of less than a small fraction of a micrometer, but also an
actuation bandwidth that is sufficient to accommodate a seek/
settle time of less than 1 ms. Moreover, such a microscanner
should have a small size that is suitable for flashcard form fac-
tors, shock, and vibration resistance—both operational (typi-
cally 5 g) and nonoperational (survive up to 2000 g or more),
low power consumption, low driving voltage, and low cost. In
addition, some microscanner designs also require -axis and
tilt-correction actuation.

3) Types of Distributed Actuators: A wide range of concepts
have been proposed for storage devices, including electromag-
netic scanners [73], [213], [214], scanners with an electrostatic
interdigitated comb drive [66] or a stepper-like electrostatic sur-
face drive [67], and an electrostatic clamp-and-slip design [71],
[215]. Notably absent is a piezoelectric design: Although piezo-
electric actuators are in widespread use in SPMs, it is difficult
to generate the desired stroke in the small space available in a
microscanner.

To achieve as low a driving force and power consumption as
possible, the table mass and the – spring stiffness should be
minimized. On the other hand, high -stiffness is required unless
the design also includes -axis actuation. Therefore, high-as-
pect-ratio (as high as 40:1) cantilever springs are used, which are
commonly formed by means of DRIE of Si [216]. Constructing
the entire scanner from single-crystal Si eliminates drifts and de-
flections due to thermal mismatches. Moreover, Si springs also
have very long life with minimal aging effects due to material
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fatigue, provided they are not overstressed. If narrow springs
of approximately 10 m in width are used than a scanner-table
travel range of less than 10% of the spring length will not only
prevent overstress, but also result in a highly linear displacement
versus actuation force [69], [74].

A MEMS-actuated magnetic probe-based storage system is
described in [66] and the references therein: a magnetic storage
medium is positioned in the plane, and writing is achieved mag-
netically by using an array of probe tips, each tip being actuated
in the -direction. In [217], an atomic-resolution storage con-
cept is described in which electron field emitters are employed
to change the state of a phase-change medium in a bit-wise
fashion. One of the most advanced approaches in probe-storage
is based on a thermomechanical READ/WRITE process on thin
polymer films [210], [211].

4) Need for Nanopositioning Control: Distributed probe
storage requires the control of nanometer-scale distances
between tracks and recorded marks. For example, in to-
pography-based recording, where the recorded information
corresponds to the presence or absence of an indentation (ther-
momechanical storage on polymers), the typical indentation
resembles an inverted cone with nanometer-scale diameter (of
approximately 15 to 30 nm). Nanopositioning is crucial be-
cause the error rate performance deteriorates very rapidly as the
distance between the probe and the center of the inverted cone
increases (by a few nanometers). In particular, the error rate
was found to increase by one order of magnitude at a distance
of 4 nm from the indentation center [218]. This deterioration
of offtrack performance is characteristic of probe storage with
nanometer-sharp probe tips (used as both WRITE and READ

transducers), highlighting the importance of nanopositioning
control for distributed systems.

5) Control Issues in Distributed Nanopositioning Sys-
tems: Control of distributed nanopositioning systems would
require on-chip control schemes. Issues in such control in-
clude: developing and implementing embedded, distributed,
analog controllers (needed due to fast time scales); managing
sensor/actuator failures; and maintaining robustness under
substantial uncertainty prevalent in nanoscale phenomena [1].

VIII. CONCLUSION

Nanotechnology is an emerging field, which is opening up
novel and challenging problems in control. This paper reviewed
some of the control-related research in nanopositioning with
piezoelectric actuators and discussed issues in control such as
creep, hysteresis, and vibrations. The alleviation of these issues
by using different control schemes such as feedback, feedfor-
ward, iteration, and sensorless methods were identified. This
paper also presented current and emerging applications that re-
quire precision control with nanometer-scale positioning.
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