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Abstract—Infrastructures have been around as long as urban domains that range from energy and healthcare to aviation,
centers, supporting a society’s needs for its planning, operation ground transportation, and robotics.
and safety. As we move deeper into the 21st century, these Cyber-physical systems are now becoming increasingly

infrastructures are becoming smart — they monitor themselves, lent d ibl inst It b d
communicate, and most importantly self-govern, which we denote prevalent and possibly even mainstream. can be argue

as Infrastructure CPS. Cyber-physical systems are now becoimg ~ that at systems level, we have obtained a good understanding
increasingly prevalent and possibly even mainstream. With the of basic properties of stability, robustness, and religbés
basics of CPS in place, such as stability, robustness, and reliability well as a good grasp of fundamental properties of hybrid
properties at a systems level, and hybrid, switched, and event- 5, gyitched and event-triggered systems that serve amkent
triggered properties at a network level, we believe that the time - . .

is right to go to the next step, Infrastructure CPS, which forms b“"d,'”g blocks for the analy5|§ and synthe3|§ of CPS.

the focus of the proposed tutorial. We discuss three different ~ With the above understanding of the basics of CPS at a
foundations, (i) Human Empowerment, (ii) Transactive Control, systems level, we believe that the time is right to go to the ne
and (iii) Resilience. This will be followed by two examples, one step, Infrastructure CPS, and forms the focus of the prapose
on the nexus between power and communication infrastructure, tutorial.

and the other between natural gas and electricity, both of which Infrastructures have been around as long as urban centers
have been investigated extensively of late, and are emerging to g . ) . . '
be apt illustrations of Infrastructure CPS. supporting a societys needs for its planning, operatiod, an
safety. As we move deeper into the 21st century, these infras
tructures are becoming smart monitor themselves, communi-
cate, and most importantly self-govern, which we denote as
Infrastructure CPS.
I. INTRODUCTION The first of these concerns the end user. In contrast to the
| role of the consumer in an infrastructure, which is typigall
a passive one, in a smart infrastructure is more central, and
tably anactiveone. Given that the underlying problem in a
smart infrastructure is one of managing resources and makin
Egm available at the right location and at the right time,
ere is a distinct paradigm shift taking place in this topic
e end-user is empowered with making decisions, based on
equent, real-time, and distributed information avdiedbout
overall infrastructure. The questions that arise eeldb

Index Terms—Infrastructure, Resilience, Demand Response,
Transactive Control

Definition: inefraestruceture  (noun) the basic physica
and organizational structures and facilities (e.g., bilgs,
roads, and power supplies) needed for the operation of
society or enterprise.

Cyber-physical systems (CPS) are physical systems Wh(%
operations are monitored, coordinated, self-governediand
tegrated by a system of sophisticated computing and com
nication algorithms. Over the past five years, major advanc

have taken place in the area of cyber-physical systems, fr(B §h a decision making, the underlying tools, methodomgie

nano-scales to large scales at the system of systems le L .
Examples of CPS range from medical devices and nan%r-‘d challenges are all problems that fall within the broduficu

robotics to next generation air transportation, intehligkigh- OF systems and control.

way systems, smart buildings, smart grids, and smart cities If one can view the first pillar of empowered consumers

Advances in CPS have been reported at multiple fron%s an actuator, the second pillar of a smart infrastructure,

Fundamental building blocks that combine the discreteiclog fansactive Control, can be viewed as a control input to this

based, principles of computation and uncertainties andreon actuator. Given that in a smart infrastructure, the consume

uous dynamics of physical systems have been developed. IDpllays an active role and can carry out decisions that imect t

ciples of codesign of control and implementation platfohatt m?rastrupture dynamics, the question that arises 1S atiwit
. : - actual signal that the consumer responds to. Defined broadly
ensures high control performance with minimal computation . .
as. @ mechanism through which system- and component-level

and communication resources have been developed. Sevgra. . . .
ecisions are made through economic contracts negotiated

tools are being developed for ensuring both cybersecunity : . . .
physical reliability in the face of natural and cyber atmdf_between the components of the system, in conjunction with or

d ) . ._in lieu of traditional controls[1], transactive control is being
Tools for evaluating privacy concerns are being synthesize

Benefits are being continuously reported in several aptica explored in depth in the context of a smart grid infrastroetu
Some of the basic features and tools that have been examined
* Department of Mechanical Engineering, Massachusettsutestf Tech- under thI'S he_admg are_ @scussed m_ this paper. o
nology, Cambridge, MA{aanna,mcvetkau@mit.edu The third pillar is resilience of the infrastructure. Resice

T Information Scigncgs_lnstitute, University of Southernifoahia, Marina  refers the Capacity of an infrastructure to tolerate disinces
del Rey, CA, hussain@isi.edu both d fail d d ad ial K
1 Electrical and Computer Engineering Department, North Qaacbtate oth random failures and targeted adversarial attacks —

University, Raleigh, NC, aranya.chakrabortty@ncsu.edu and still continues to operate. In the presence of empowered
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users, who can directly impact the control actions withia thmechanism in terms of an electricity bill with a time delay
system, it is critical to engineer resilience into the isfra that's typically a month’s duration. The infrastructuretlen
tructure. However, the tight coupling of the continuous andesigned by adjusting resources and associated compa@tents
the discrete dynamics in infrastructure CPS make the desitpat supply of resources exceeds demand. Of late, thismotio
and analysis of resilience particularly challenging. Awiolis is being challenged, witbbemand Responsea concept being
challenge arises from the scale of the infrastructure; evhiincreasingly investigated in the context of Smart Grid.
each individual system may have a small state space, théemand response denotes the concept of adjustable demand
coupling between these systems leads to a very large numiperesponse to grid conditions and incentives and has arfisto
of interacting states. Additionally, the faults and atdk dating back at least to the late Fred Schweppe’s pioneering
one part of the infrastructure can propagate to adversédgtaf work on homeostatic grid control in the 1970s [2]. By al-
other systems. A more subtle challenge is balancing thestivelowing consumption to be generated alongside of generation
requirements and constraints of the composite system. Tthe premise is that one can manage uncertain and variable
optimal control strategy for one system may not align witrenewable generation in a much more efficient manner (see
the global requirements leading to compromises. This pagggure 1) That is, by using a judicious control algorithmttha
will present some of the tools and methods used to examisienultaneously adjusts the demand as well as generatien, th
the resilience within this context. goal is to deliver reliable and affordable power. This cqice
This tutorial will focus on three main pillars of Infrastruc is now beginning to be explored in other infrastructureshsuc
ture CPS: (i) End-user Empowerment, (ii) Transactive Gantr as highway transportation, parking in urban centers, water
and (iii) Resilience. This will be followed by two examplesnetworks, and natural gas networks.
one on the nexus between power and communication infras-
tructure, and the other between natural gas and electr@ti

of which have been investigated extensively of late, and are

emerging to be apt illustrations of Infrastructure CPS. Two L ‘
examples will be presented that illustrate the main featofe

smart infrastructures. The first is the nexus between Natura [

Gas and electricity networks. One of the fastest growing Af, AV

consumers of NG is the electricity sector, through the use
of NG-fired power plants. Already a large portion of the

electricity portfolio mix in many regions in the US, NG- / .
fired power generation is increasing even further with gngwi /‘
penetration of renewable energy due to the formers fast, on- I AS AU {
demand response capabilities, and latters charactsrisfic ( —_ |
intermittency and uncertainty. As a result, NG and eleityric Af AV, . .

networks are getting increasingly linked and interdepahde

Recent results from modeling of this interconnection arﬁg. 1. The role of an empowered consumer is to adjust theiruropson in
interdependency will be presented in this paper. The secanshonse to an incentive that may be financial, sustainabiised, or through
example deals with the integration of power transmissighsocial network [3].

systems with communication networks for efficient monitgri )

and control through @o-designapproach. We will describe  The biggest challenge that the empowerment of consumers
a potential way of constructing a distributed multi-loon-ne'ntmd‘{?es is the fact that there are multiple decision make
worked system for wide-area control of large power grids thi @ddition to the fact that there are several "actuatoraee
consists of - (1) a set of distributed optimal control alguris ble of introducing independent control inputs, the addiio
for damping small-signal oscillations in power and Vomgecomplexny is that thetse_end_-users_ are of different kinadshé
that will be implemented on the top of (2) a distributed:omeXt of a smart bmldmg_, in addition to the occgpaptarﬂs
computing infrastructure connected by high-speed wigerarfnclude management, maintenance staff, and grid-sideaeper
networks, consisting of both Software Defined NetworkinfprS, to name a few. In the context of power grids, in addition

(SDN)-enabled Internet, and the traditional layer-2 orefay t individual consumer, there are microgrid operatorsities,
3 Internet. regulation agencies, and several other balancing ausof].

The question then is how global performance specifications
(such as frequency control and power balance in a power
Il. FOUNDATION 1: EMPOWEREDCONSUMERS grid) related to reliability and affordability that are ¢ead to

The traditional role played by consumers in infrastructurdnfrastructure needs can be achieved with multitudinowstsy
is a passive one. Whether it's electricity consumption in @ow€Xercising their options and decisions at multiple timales.
gridS, water Consumption, or transportation resourceh ssc While this is a h|gh|y active area of research, with various
parking and highway occupancy, the fundamental assumpti@pProaches being employed by research groups around the
has been that demand always remains inelastic. In powes,gri¢forld, we briefly mention three topics that are being investi
for instance, customers consumed as much power as ti§&jed in detail:
wanted, whenever they wanted it, and accepted a feedback) Dynamic modeling of end user&iven that consumers
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aversion

Fig. 2.  The components of an empowered consumer model in thextonte

can allow demand to be a flexible entity, the next step  for consumption valid for a block of time, with the

is to model the value function that the consumers are  blocks and decisions updated as operations approach
most responsive to. In the context of smart grids, for real-time.

example, the underlying model may have a structure

as in Figure 2, where the first block returns a risk I1l. FOUNDATION 2: TRANSACTIVE CONTROL

aversion function that may be dependent on economics A concept that is eliciting significant attention of late is
environment, comfort, or other factors. This decisioifransactive Control [1], [13], [15], a feedback controbségy
then becomes an input into a physical system, suehabled through economic contracts. A typical transactive
as HVAC, Refrigerators, or other devices. Such modet®ntroller consists of an incentive signal sent to the coresu
have begun to be employed both in the context of smdrom the infrastructure and a feedback signal received fitwen

grids [5] and smatrt cities [6]. consumer, and together the goal is to ensure that the umagrly
resources are optimally utilized.
Adjustable As is clear from the above description, the underlying
v(m;e)"’ problem is one of a socio-economic-technical system and as
such, the underlying tools for its analysis and design are to
Device characteristics: be assembled not only from systems and control, but also
e e " Gurtallable — Bucket from microeconomics such as mechanism design, theory of
ISk { incentives, game theory, and contract theory. In addition t

assembling the underlying theoretical results and unaledst
| ing the fundamental challenges in the analysis and design
. of market-based control, one also needs to identify paknti

High

Value function v

Value functi A, 0): . Deferrable—»Bakermi . i 3 .
bl L Y barriers for the adoption of these control strategies, ag th
; EXrfrtcomponenty = L implementation will have to be approved by entities reldted
+ Environment component 6 T T ™

policy and regulation.
In what follows, a snapshot of market-based approaches that

of smart grids. have been adopted in the area of Smart Grid will be presented,

2)

3)

summarized concisely in [14].
Global optimization using local and distributed control:
This is a broad topic that is being addressed by a number
of researchers in the control community, both from a the-
oretical perspective (see for example, [7], [8]) and from Incentive signl
an application perspective, (see for example, [9], [10]).
The challenge here is to ensure local performance met- RANSACTIVE ~ ARCHITECTURE
rics such as stability robustness at faster time scales, anc
optimization at slower time scales. Any control solutions
that are proposed must accommodate realistic constraints
that are imposed by the end user dynamics and decision
making, as well as the constraints imposed by on the ConventionalGen.  Demand Response Units Renewables
associated communication infrastructure.
Risk-limiting approachesThe main idea behind theFig. 3. Transactive architecture engages various end useasdecision
empowered users is that they are endowed Withi cl)(lcgdperr?t(i:t(iaesz. whose objective is to maximize economic beneiitslf
flexibility in availing themselves of resources that an
infrastructure provides. By providing suitable incensive Market-based approaches for achieving socio-economic-
to the consumers, the goal is to ensure an optimachnical system objectives evolve around two groups of
utilization of these resources. For example, as therersarket players. In the first group are the load aggregators
more surplus of inexpensive energy due to growth whose primary responsibility is to represent individuaénss
renewables, electricity prices decrease, and if consumaitsthe wholesale electricity market. While representing end
are flexible in their consumption with less consumptionsers, it is at times in their interest to induce desired dema
when prices are high and more when prices are low, theehavior of the aggregated groups of loads, which is anteffor
this flexibility can be utilized to accommodate variabilrealized by using incentive signals through transactivetrod
ity from renewables. However, all end users, whetharchitecture. To accomplish this, load aggregators caigules
individual consumers, or larger organizational entitiesetail market rules using mechanism design and contract
are risk averse. Models as outlined in Figure 2 amheory, while observing given wholesale market structure a
often inadequate when it comes to decision making thatiblic utility commission issued regulations regardingpile
also manages risks that may be incurred over a largeectricity markets.
time-scale. Recent results such as [11], [12] attemptIn the second group are the individual users, who are buying
to address this problem using a multi-stage stochasatectricity from the load aggregators via retail contratis-
formulation by making decisions of dynamic contractgerstanding of electricity usage and load capabilities@mgps

Coordinator

Produced power
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the end users to make the adequate decisions under givén retécing [23], [24], [25] and uniform-pricing mechanismsear

market structure and respond to the incentives in the magpical representatives of mechanism design.

efficient manner. With these various market based approaches, while many
To design an adequate transactive architecture it is negesof the building blocks for transactive control are in place,

to represent behavior of end users and the load aggregatorsdveral challenges remain, especially in the realm of bitala

a truthful way. Looking at the problem from the perspectife dty, reliability and risk-sharing. Notably, scalabilityak to be

a load aggregator, an end usecould be described with one obtained while observing the physical limitations of thenco

or more of the following attributes: i) the physical congita munication and computation hardware, and time-constants o

of its loads in terms of consumed powét € P;, ii) the physical processes underlying the infrastructure. Thisiires

consumed power valuation functian(P;, ;) wheref; € T  tighter integration of the described market approaches tli

is a random variable representing a particular realizatibn technical capabilities of the infrastructure. Secondegdnity

a consumer type, iii) and by the consumer’s utility functioof infrastructure operation often requires guarantees ftioe

u; (P, A\, 0;) where)\; € R denotes the price of electricity for controller in terms of technical performance. Since market

consumeri. based approaches are a type of indirect control, often exen h
The coordinator is usually in charged of maximizing song human in the loop, guarantees on technical performance

cial welfare of the market participants, i.e. it is solvirfget are harder to obtain. Third, risk-sharing between pariigy

following optimization problem entities is crucial for bringing transactive control to gliee,
and thus, the tractability of the implemented control mdtho
plays a crucial role. Further developments in scalabitii-
pnax, Z”i(Pi’ei) —c (ZP’) ability and risk-sharing are required to successfully sréon
ot P ! (1) existing market approaches to practice.

9(Pr, s P) <0 IV. FOUNDATION 3: RESILIENCE
wherec (3_; ;) is the cost of purchasing and supplying the The syrvivability of critical infrastructures in the preme
entire load under the load aggregator i, ..., P,) < 0 of security attacks and random faults is of national impuréa
are the transportation constraints. Problem (1) can bdyeasihese infrastructures are spatially distributed acrosgela
restated as a dynamic programming problem if the logthysical areas and consist of heterogeneous cyber-physica
aggregator needs a solution over a certain time horizon.  components interconnected with complex peering and hier-
Fundamental nature of the problem (1) depends on the inf@fchical networks. Networked Control Systems (NCS) and
mation available to the load aggregator who could have Eitr@upervisory Control and Data Acquisition (SCADA) systems
Complete or incomplete information, and on the rationa”tdre W|de|y used to monitor, control, and remote|y manage
assumption for the user who could behave either stratégicghfrastructures over private or shared communication net-
or non-strategically. works. The cyber-physical systems (CPS) permit synecgisti
If complete information is available to the load aggregatarteractions between physical dynamics and computational
and the end users are non-strategic then the problem (1piscesses. Wide deployment of Information and Communica-
regarded as the centralized optimization or optimal cdntrgon Technologies (ICT) results in higher reliability araer
problem. In this scenario, load aggregator determines thgerational costs relative to the traditional proprietaryd
consumed power’; for all users. Such approach is suitableglosed systems. However, as several recent incidentsaiteglic
for example, university campus operation. the CPS today are facing new security threats driven by their
If the load aggregator possesses the complete informatiexposure to ICT insecurities and these are bound to increase
about the user constraints and their valuation function bwith the scale and complexity of infrastructure CPS.
cannot directly control the consumed power since the usersResilience in an infrastructure refers to the ability tovide
are strategic, then the problem (1) is regarded as a Stagkeltand maintain an acceptable level of service in the face of
game that can be solved using bi-level optimization. In thigrious faults and attacks that challenge normal operafion
approach, the load aggregator first determines the priedd example, a denial of service attack may have some impact on
the user optimizes its own utility accordingly. Some refees a system and hence some immediate impact on the services
in this area include [16], [17], [18], [19]. it offers to the end users. The system will then adapt and
If the end users are non-strategic but the load aggregatecover and the service levels improve and at some later time
does not possess the complete information, then the prébH service may be restored even when the attack has not
lem (1) becomes a decentralized optimization problem. Tleempletely subsided.
solution methods in this area often use iterative inforomati A distributed cyber physical infrastructure has a layered
exchange [20], [21], [22]. architecture consisting of regulatory control (layer 1)per-
Finally, mechanism design is used if load aggregator doeisory control (layer 2), and a management level (layer 3).
not have complete information and the end users are behavirtgs architecture enables robust composition of multileve
strategically. The goal of mechanism design is to determigentrollers, and permits operators to use strategies td lim
such market rules under which the game theoretic equilithe effects of faults and attacks. The regulatory contrgéla
rium matches the one of the social welfare. Discriminatomjirectly interacts with the underlying physical infrastture
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A Layered architecture for management of distributefdastruc-

dynamics through a network of sensors and actuators. Thgé’
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(c) Disruption Attack

5. Cyberattacks on the communication network: (a) datdidentiality
%tlon by a disclose attack, (b) data integrity violatioy false data injection

physical field devices are connected to programmable logitack, (c) data availability violation by a denial of seiattack.

controllers (PLCs) or remote terminal units (RTUs), andlenp
ment detection and regulation mechanisms that are priynaril
reactive in nature and use local information. The regujator
controllers (or PLCs) interact with the supervisory colérs
via a control network.

At the supervisory control layer, model-based diagnostic
tools are combined with optimal control-based tools to emsu
on-time response to distributed failures and threats. The s
pervisory workstations are used for data logging, diagoost
functions such as fault diagnosis, and supervisory control
computations such as set-point control and controllerrreco
figurations. The physical infrastructure control inputsare
processed to produce several measuremegrttsat represent
the response of the physical infrastructure. The contrsigie
task in the presence of attacks, is to choose the inpab
that the output responsg(t) satisfies the performance and
stability requirements. Because the physical processrie la
and complex, it may consist of several energy cells with load
and generation entities distributed over a large geogcaphi
area, the appropriate choice ofis in not straightforward

Resilience in infrastructure CPS is an area of active re-
search, with various approaches being employed by research
groups to model and analyze how their control algorithms
and systems fair in the presence of attacks and failures. Thi
tutorial will focus on the following areas:

1) Threat modeling 2)

The three fundamental properties of information,
namely, confidentiality, integrity, and availability cae b
attacked in infrastructure CPS. Confidentiality refer to
the concealment of data, ensuring it remains known only
to the authorized partie®isclosure attackenable the
adversary to gather sequences of datérom the calcu-
lated control actions;, and the real measurements .

The physical dynamics of the system are not affected by
this type of attack. Integrity relates to the trustworttsisie

of data, meaning there is no unauthorized change to
the information between the source and destination.

Deception attackamodify the control actionsu, and

sensor measurementg from their calculated or real
values to the corrupted signals and gy, respectively.
The deception attacks are modeled as

U £ uk + Auy
Uk £ Y + Ay

where the vectorsAu; and Ay represent the ma-
nipulation to the respective data channels. Availability
considers the timely access to information or system
functionalities.Disruption attacksprevent the transmit-
ted data from reaching the desired destination. Such
attacks can impact the system by blocking the data or
feedback signals, using denial of service attacks, replay
attacks, or zero dynamics attacks [27].

Figure 5 illustrates the three categories of attacks and
how they violate the security properties. In all three
cases, the physical plant is sending a measurement
vector y, = [7,14]" to the controller through the
communication network. This was intended to be a
private message to be known only to the plant and the
controller. In this tutorial we will discuss how to model
and experiment with all three types of attacks [26].
Experimentation frameworks

As demand response models [28] grow in participation,
Internet-like dynamics will influence algorithm opera-
tion. Models of dynamic markets that do not consider
such network issues may prove unreliable or inconsistent
when implemented in realistic communication environ-
ments. The influence of the dynamics of communication
networks on markets and their convergence, when driven
by faults and failures, should to be analyzed in detall
before they can adopted widely on the smart grid.

In this tutorial, we present a framework to evaluate the
resilience of dynamic market and control mechanisms
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in the presence of network dynamics by separating There are significant operational, contracting, planning,
its communication components, the independent systemd regulatory differences between the two infrastrustare
operator (ISO), generators, and loads, across the netll [33]. The underlying physics, that of the path of an
work on the DETER testbed. We will present a set aflectron from generation to the consumer versus the path
resilience scenarios and execute them to evaluate thfefuel from production wells to the end user, are different,
performance of markets and controls under the stressvath the former moving at the speed of light, and the latter
faults and failures [29]. significantly below the speed of sound. Storage is highly
3) Distributed optimization with attacks expensive, and therefore scant in the former, while simple
The current state-of-the-art centralized communicatiaand necessary in NG. Economies of scale are much larger in
and information processing architecture of WAMS wilklectric power transmission projects, as opposed to NGtran
no longer be sustainable under the various threats disission. Retrofitting a line to increase transmission capac
cussed above. Modeling and evaluating the infrastructugeprohibitively expensive. It is more economical to inkthe
in the presence of attacks is essential [30]. Motivated vgquired capacity of a transmission line initially than étrofit
this challenge, in this tutorial we will present recent rethe line later. Increased capacity can be obtained withivela
sults of implementing wide-area monitoring algorithmease in the latter case by raising the pressure at NG pigeline
over a distributed communication infrastructure usin@ontrol of individual constituents is near to impossiblettie
massive volumes of real-time PMU data. Our goal wiklectric sector (ex. power flows in transmission segmeis),
be to provide an example of how distributing a monitorrelation to the NG sector (ex. NG flows in pipelines).
ing functionality over multiple estimators can guarantee That the electricity and NG infrastructures are highly in-
significantly more resiliency against large scale cybeerdependent is easy to see. The most common instance in
attacks [31] places such as Northeastern US, is during cold snaps, when
the demand for electricity and NG increase simultaneously
for heating requirements. NG price hikes due to pipeline
constraints increase marginal costs of NG-fired generation
which in turn leads to dramatic increases in market prices fo
One of the most prominent sectors of the 21st century thelectricity. This interdependence is increased furthén wiore
has far reaching effects on all citizens of this world is gger emphasis on NG-fired generation in general as coal plants
Two of the most critical infrastructures that serve as aates retire due to environmental regulations. And most impor-
of the energy sector are electricity and natural gas (NG& Thantly, with increasing emphasis on renewables, the iablat
Shale Gas Revolution has changed both the availability afeghtures of intermittency and uncertainty in renewables is
prices for natural gas (NG) in the past decade. Combinedcessitating increased dependence on NG-fired generators
with an aging coal fleet, and the need for increasingly flexibivhich are capable of fast, on-demand response for power bal-
power generation plants to facilitate the addition of realel® ance. Coordination between the two infrastructures isfoes
power generation, the reliance of the electricity sectoN@ essential for reliable power generation. Any interruption
has risen dramatically. As storage of large quantities ef tipressure loss in critical NG pipeline systems may lead t@s o
fuel is limited to specific geological formations or cost§G-  of multiple NG-fired generators, thereby reducing the siepbpl
fired generation plants use gas as it is delivered to thens. Thower and therefore jeopardizing the power system security
leads to one just-in-time resource (natural gas) being usedret another example of the need for coordination occurs
by another just-in-time resource (electricity). The defmsrce in the context of markets. In deregulated electricity megke
between these two sectors has led to concerns over schgduline supply of electricity is organized through a day-ahead
transportation, and communication. and real-time market, which requires accurate information
The electricity infrastructure consists of generatorsmfroon generator availability and prices as well as consumer
which power is transferred via long distance, high-voltagéemand. With increased reliance on NG, information on fuel
transmission lines, with the voltage gradually stepped rdovavailability to NG-fired generators is of increasing comcer
through distribution systems to the end-user. With demarithis is complicated by the structure of the NG sector, which
largely treated as an uncontrolled, exogenous input, redecthas separate markets for buying NG quantities and buying
utilities have an assumed "obligation to serve” in whictNG transportation, and lacks flexible market mechanisma for
generation needs to be operated to meet this exogenous Ipeaper allocation of both products of gas quantity and ciypac
demand at all times [32]. This balance between supply aagailable for transportation . Pipeline capacity consacan
demand is typically carried out by independent system opdye classified as firm or interruptible. Firm contracts areglon
ators. The NG infrastructure is quite similar to the eleityi term and are paid on a monthly basis and are typically used
infrastructure, in terms of the network topology - it comsis by Local Distribution Companies (LDC). Moreover, these
of transmission (pipelines), producers (wells), storageg contracts incur an additional reservation charge whichspay
consumers. Pipelines use compressors along the line ttecredf investment in pipeline infrastructure. Interruptildentracts
the flow of NG from the injection point on the line to theare flexible and typically used by gas-fired generators [34].
consumer of the NG. NG marketers, facilitate movement ¢rfidependent System Operators in the electricity infrastme
NG by coordinating the sale of gas quantity and pipelineeed to know the availability of their generation plants in
capacity contracts. order to dispatch them in a manner that both assures system

V. EXAMPLE 1: NEXUS BETWEENELECTRICITY AND
NATURAL GAS INFRASTRUCTURES
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reliability and minimizes the total system cost. It is ditficfor @ @ @

these system operators to rely on NG-fired generators wh

could potentially have their fuel curtailed. 1 — — 2
In what follows, we provide two examples of the nexu

between electricity and NG infrastructures, and how a CF

approach can potentially help improve their coordinatiol

Details of these results may be found in [35] and [36].

Dl D2
A. Case Study 1:

With the growing interdependency of NG and electricit
9 9 P y yIt IEEE-4bus network with G1 and G2 being conventioreriayators

the inefficiencies caused by the mlsallgnment of the markeatr% GS being a NG-fired generator with fuel uncertainty franreriruptible
has also grown. For example, the commodity market is mashtracts and market misalignment.

liquid between 8 am and 9 am [37]. If the timing of the markets

is such that NG-fired generators need to buy fuel outside of

these times, which is currently the case, it can be difficatt a The problem that we address with this system is the
costly because there are fewer market participants. Tratggre optimization of Social Welfaresy, defined as

the market misalignment, the greater the uncertainty N&ifir

generators face in NG quantity and price. In some energy Sw = Z Up, (Pp;) — Z Caei(Fae:)
markets, NGfired generators do not receive their dispatch 7€Pq i€Ga )
schedule from the power system operators until after the — Z Cg’,igl (Pang,)
pipeline capacity market has already closed. Also, NG-fired 1EGng
generators need to coordinate their dispatch and fueleatgliv
over two NG days (specifically, the NG intra-day market \{y
the previous day, and the NG intra-day market of the current Upa, (PD%) bpa,; Ppa; + [;‘” Pgaj
day) in order to meet their day ahead electricity obligation Chs.
due to the timing of the markets and NG flow start times. Ups;(Pps;) = bps; Pps; + 5 Ds,
When NG-fired generators fail to nominate transportation Cirer(Pore.) = bere, P, cc:ci P2 (3)
for the right amount of NG to meet their final schedule Ge,(Pae.) = bae Poe, + 9 Gei
from the ISO, they often over or undertake NG from the CGng,
pipeline [38]. Overtaking is taking more than the scheduled Cting (Peng) = beng Lang =57 Feng

quantity and undertaking is leaving NG in the system that wasbject to the following consumption, generation, and oetw
previously scheduled to be removed. Pipeline operators wibnstraints

resell this excess NG and charge the consumer extra based

on how much they over or undertake [39]. Since pipelines - Z P, Z
generally schedule transmission assuming the NG is taken
throughout the day in regular increments, when generators + Z Bym(0p — 6m) =0, VneN

ngi + Angl g PDj
ichy, levn JE€EYn

overtake NG unexpectedly, this creates balancing probfems mey,
the pipeline system operators [37]. When there are diffiesilti Bpm (0p, — ) < POT ¥n o€ N,Vm € Q, 4)
in maintaining appropriate pressure in the system, operato Ph. — pref D

DSJ' - Ds;»o ] € q

may limit the amount of NG allowed to be overtaken and
undertaken and also implemented rateable takes [38]. H gen PZ)Z{- < Ppa;, Jj €D,
erators know they will be restricted to 1/24th of their total Pge, < PGS i €@,
nomination each hour with a ratable take, the generators may P <pner jcg
. Gng Gn ng

over-nominate NG so that they have more than they need, and g
sell the NG that they do not consume in during hours whereThe coefficientsbp,; , bps, , ¢pa, and cps, are con-
they are not needed for electricity production. In additioaumer utility coefficients. The utility of the total consutigm
to the potential loss of value on the re-sold fuel, NG-firetip, (Pp,) = Upa,(Fopa;) + Ups,(Pps;). The incremental
generators would also be faced with costly imbalance feeg)d base price coefficients determine the behavior of the
making overtaking, undertaking, and rateable take scesaridjustable portion of the demand. The consumption values
quite expensive [39]. are constrained;yp,, and Pp,; must evolve so that in

We consider a simple 4-bus network, which consists of threguilibrium, Py, ; reaches a value no smaller than the derived
generators; two dispatchable (base unit and peaking umit) avalue Prejf and Pp,, reaches the desired vaIdégesf The
one non-dispatchable, and two consumers who demand powaseffluents for the generators are based on values used]l,n [4
from the system (see Figure 6). The conventional dispatehalwith the base cost prices for the three types of generators
generators have no fuel uncertainty and are denoted G1 anddeled changed to reflect current energy prices from the
G2 and the non-dispatchable generation unit is denoted as BA's Electricity Power Annual report [41]. The base cost
and is a NG-fired generator with fuel uncertainty. is calculated by taking into account the penalties pipsline



Submitted to IEEE American Control Conference, Boston MA1&.

imposes on generators f0r tak|ng fuel Oﬁ Of the Algonquin ------- 5% demand response = = 0% demand response
NG pipeline which services the New England area [39]. The|  21se:04
values for the consumer utility coefficients are as listed in 2108008 T === -
Table II. In order to limit the amount of adjustable demand BDSEHOA ===
so that the effects of NG uncertainty can be studied better] ‘s 295 =
the values in bold for/p,, have been modified from what izZE*g’i
was used in [40]. The incremental cost coefficient,; is )
set at a larger negative value than the shiftable demand s| * . z.00
that consumers have lower willingness to adjust consumptio 1756404
and have a higher base utility of using electricity, mucle lik 1.70E+04
a data center which would not change their consumption o 0 s 10 1 20 =
.. . . . . . AG'LU [%]

electricity even if prices rise to very high levels. A dynami :
market mechanism based approach, developed recently [15],
[43], [42] was used to determine the optimal generation afiy- 8. The addition of just 5 percent shiftable Demand Respairamat-

. - ically increases Social Welfare, regardless of natural aertainty levels.
consumption profiles.

The results are summarized in Figures 7 and 8 Increases

in fuel uncertainty decreases Social Welfare in a non-tinea
manner, with a drastic change in slope at higher levels of There are several information asymmetries that exist withi
uncertainty as seen in Figure 4. This also implies that align the interdependent gas-electric transactions given liegt ére
markets and improving coordination can raise Social Welfarall bilateral. The terms of the contract created between the
Increasing the level of demand response through the skiftabetween the natural gas marketer and the NGPP is private and
Demand Response method outlined as in [40] dramaticatlyere is no central ISO to optimize over the contract terms
increases the Social Welfare of the system, particularyoi@ across all market participants. Hence, the transactiondsst
levels of NG uncertainty (see Figure 5). These results shéle marketers or sellers of natural gas and the NGPPs owning a
that small problems with NG uncertainty do not necessariportfolio of entirely NGPPs can be modeled as a second degree
need to be solved by changing the NG market structure, karice discrimination mechanism design problem [44]. The
can instead be solved through incentivizing measures lik&in decision variable is the quantity of gas commodity that

Social Welfare [$]

C
-
00
@
m
i
£

Demand Response in electricity markets. transacted, and this depends upon the type of consumemvheth
the NGPP is a baseload or a peaker plant preferring a firm or
1 92E+04 a non-firm contract. The mechanism design model between
I marketers and NGPP is modeled in the secondary release
capacity market and spot commodity market. Five marketers
Eo i and five NGPPs are the main players in the negotiations (see
£ Laok:0n \ Figure 9), where 25 contracts are offered by the marketers
_Tf 184E:02 AN to each NGPP, for either firm or interruptible service. Each
& o600 AN contract is offered by a marketer at a negotiated price, tifyan
S \ (and eventually type of contract that can be either accepted
not by the consumer).
1.78E+04
0 5 10 15 20 25
AGwl[%]

u%\lzhﬂwa M4 Ms

Fig. 7. The Social Welfare at each point Involves looking a24ahour EE] EE
period. The results show that as uncertainty in the cost effiftcreases, the :
effect on Social Welfare grows dramatically.

NGPP1 NGPP2 NGPP3 NGPP4 NGPPS

B. Case Study 2 Fig. 9. A simplified structure of the natural gas trading market
Case study 2 addresses market discrepancies, communicdhe gas-electric interdependency can be modeled as a two-
tion, and interactions within the NG-E infrastructure. fro stage game on the natural gas side. The first stage comprises
Case study 1,Aq,, in Figure 4 was the uncertainty intransactions between the marketers/LDCs and the pipeline
fuel necessary for power supply. Within the interdependeaperators, where the marketers/LDCs can purchase capacity
infrastructure, this uncertainty in gas supply resultsnfroon primary firm or interruptible contracts. They generally
uncertainty in renewable generation as well as uncerégintare price-takers from pipeline operators on primary matket
within obtaining gas commodity from the marketers of gas iim addition, the marketers will consider consumer demand
the gas markets. We evaluated the impact of unequal accef®n obtaining/negotiating capacity on the secondaryasele
to gas, given that natural gas fired power plants (NGPPs) amarket. The first stage game on the electricity side is the bid
on non-firm contracts with unequal access to the gas marketfer between the NGPP and the ISO. The contract negotiated
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" Capacity Avallabie'Quantity Dispatched grven Unequal Access for NGPPs in Secondary Market
Greater number

T

between marketers and NGPPs for price, quantity, and type
of service (firm or interruptible) is the second stage subgam
of interest. Every variable in the first-stage natural gad an
electricity games is assumed to be a parameter in the second
stage subgame. Moo “

While the goal is a mechanism design optimizing each of w.,..mwmmmm.m}mmm.mm-.,...
the 10 players’ individual profits, thus far the constrained \ o
optimization is a gas dispatch problem co-optimizing the ["' (| U'_ || A
profits of each marketer where the constraints are a capacity U\fuw *\% \ M ALL L “ !u" | ‘ !{f‘\“
nonzero and demand constraints. _ 1y f', o

Actual data from the state of Massachusetts was used in the " Mo of ooy
initial analysis. Monthly data was obtained from the EIA and
disaggregated into dally demand data utiizing a 2-paremef,%, " pggu?;:ﬁ?ﬁe°;;?opnzcgr$f;.3223tz'pzzfgsagtrzzep;nﬁ’zﬁisf;:ﬁf
curve fit and regression method. Five main receipt nodgsgas.
exist in Massachusetts and it was assumed all demand was
satisfied via supply from the Algonquin pipeline. Therefore
one marketer and one NGPP was placed on each of the fdfeenergy networks. Although a general power system cansist
main receipt points of gas. Assumptions were made as well ohthree main stages - namely, generation, transmissiah, an
the amount of capacity available (pipeline capacity demamistribution, the greatest challenges in communicatie@®h
by all other non-electric gas consumers). the transmission side. The focus of our discussion willfghe

In the figure x, results from the gas dispatch model utilizintpre, be on transmission-level controls, especially usie-
real data show what the dispatch is given a certain percent&jea measurement systems (WAMS). The WAMS technology
of unequal access to the secondary market (implying intetsing Phasor Measurement Units (PMUs) has been regarded
ruptible contracts) is for each of the 5 NGPPs in scenariés the key to guaranteeing stability, reliability, staténeation,
of unequal and equal access. An assumption of equal accesstrol, and protection of next-generation power syste4b$ |
to the secondary market implies firm contracts and unequddwever, with the exponentially increasing number of PMUs
access was assumed to be 60% of the secondary reledggloyed in the North American grid, and the resulting explo
capacity market calculations for all days during the timgquk  Sion in data volume, the design and deployment of an efficient
of interest. Within this time period, the ratio of availablevide-area communication and computing infrastructure is
pipeline capacity to quantity allocated or dispatched te tigvolving as one of the greatest challenges to the powerrayste
NGPP on each day is calculated and shown below. If the ra@iod IT communities. For example, according to UCAlug Open
is high, it was cut off at the value of 5 to more easily visualizZSmart Grid (OpenSG), every PMU requires 600 t01500 kbps
the daily differences. The first plot below in Figure 10 showgandwidth, 20 ms to 200 ms latency, almost 100% reliability,
that there is more variation within the ratios day to dagnd a 24-hour backup. With several thousands of networked
That is, fewer days have a high available capacity to quant?MUs being scheduled to be installed in the United States by
dispatched ratio, and more fall between 1 and 5. In additionQ18, WAMCS will require a significant Gigabit per second
comparing the top plot (unequal access to release capaéigndwidth. The challenge is even more aggravated by the
market) to the bottom plot (equal access to the release itppagradual transition of the computational architecture oflavi
market) there are more days in which the ratio is 1 or 0. Thatea monitoring and control from centralized to distrilouter
is, the capacity available to that NGPP on that day is lefagilitating the speed of data processing. The existinglloc
than what is necessary to produce and no gas is allocaggea network (LAN) or Internet based communication, as well
to that NGPP on that day. NGPPs are getting curtailed maze the centralized computing infrastructures will no lange
frequently with unequal access to the market. sustainable under such a data-burst, especially with sedd-

The top plot within Figure 10 shows that there exist8me requirements.
more uncertainty in obtaining gas when NGPPs have unequaPne of the biggest roadblocks is that the current power
access to the market (greater number of days of curtailmergtfid IT infrastructure is rigid and low capacity as it is mgst
Therefore, theAs,,, uncertainty in obtaining fuel for power based on a closed-mission specific architecture. The durren
can become larger, and social welfare decreases even mpksh to adopt the existing TCP/IP based open Internet and
given uncertainties within the natural gas markets due ldgh-performance computing technologies such as the NASPI
contract design and incentives as well. net [46] would not be enough to meet the requirement of
collecting and processing very large volumes of real-time
data produced by such thousands of PMUs. Secondly, as
pointed out before, the impact of the unreliable and insecur
communication and computation infrastructure, espsctalke
long delay and packet loss uncertainty over the wide-area

In this section we will present some ideas on how commuetworks, on the development of new WAMS applications
nication and power infrastructures can be integrated watthe is not well understood. For example, as shown in Figure
other for better performance, control, efficiency, andafglity 11, uncontrolled delays in a network can easily destabilize

1
_,1‘._ RTIY ) | 0% (0 SV
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VI. EXAMPLE 2: INTEGRATING POWER SYSTEMS AND
COMMUNICATION NETWORKS THROUGHCONTROL
Co-DESIGNS
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minutes, while the spatial scale can range over thousands of
miles, for example the entire west coast of the US. The exjsti
PMU standards, IEEE C37.118 and IEC 61850, only specify
the sensory data format and communication requirements.
They do not indicate anglynamic performance standard of
the closed-loop system. That, in fact, is the main motivatio
for our discussion on co-designs, where we can explicitly
show how the closed-loop dynamic responses of phase angles,
frequencies, voltages, and current phasors at any partiafia g
model are correlated toeal (not simulated) network delays,
that arise from transport, routing, and most importantigf
scheduling as other applications are running in the network
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B. A Co-design Architecture for Wide-Area Control

Figure 12 shows a schematic diagram for a distributed im-

plementation of a network control system for wide-areai@nt
distributed estimation algorithms for wide-area osditlat of power grids. As we can see, there are three fundamental
monitoring. This figure is taken from our recent paper [47fontrol loops that interact over different time-scales:
where we used a distributed optimization algorithm calléd A
ternating Direction Multiplier Method (ADMM) [48], [49] fo
estimating frequencies of oscillation from PMU data. Hipal
and most importantly, very little studies have been conellict
to leverage the emerging IT technologies, such as cloud
computing, software defined networking (SDN), and network
function virtualization (NFV), to accelerate the develaarh
of WAMS. In the following subsections we will discuss
how co-design strategies between communication and power | .
systems can be exploited to surpass this roadblock. We show "
explicitly how multitudes of geographically dispersed PMU
and PDCs can communicate with each other co-operatively
for the successful execution of critical transmission eyst
operations, how the various binding and interactive factor
in the distributed system can pose bottlenecks, and, fin
how these bottlenecks can be mitigated to guarantee the
stability and performance. Although discussed primardy f
wide-area control, these co-design methods will suppoyt an
other distributed decision-making process such as wida-ar
protection, and will also foster newer applications such as
distributed power dispatching.

Fig. 11. Divergence of ADMM with delays

Highly Stochastic Load
Variations

H Unpredicied HT.,,,.,:ngv..q.un..‘».vmu
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Control loop 1: power o
——

. Control loop 3: data

all
d?yﬁj 12. DistinctGrids system

o Control loop # 1. Distributed state-estimation and
control: This the control-loop that collects PMU data
from different buses in the power system, transmits them
to the wide-area communication network (such as GENI),
assigns them to various spatially distributed virtual ma-
chines (VMs), runs a distributed state estimation and
control algorithm between the VMs, and finally transmits
the control signal back to the actuators in the power sys-
tem such as power system stabilizers (PSS) and FACTS
devices.

A. Networked Control System and Power Grid

There are extensive studies on the impact of network-
induced delay and packet loss on the stability of dynamisphy
ical system or plants connected to a controller via comnasnic

tion networks [50]. The general approach is to derive an uppe »
bound on the network delays, typically modeled as Markov
Chains, and desigrelay-tolerant robust controllers using
H..,, Ho, linear matrix inequalities (LMI), and other convex
optimization methods using semi-definite programming gool
[52], [53]. Conventional centralized wide-area contnalbave
been proposed in [54]-[58], with some recent works on delays
[59]-[63]. However, majority of these designs are much more
conservative than necessary since they are designed for the
worst-case delays. The need for having accurate delay siodel
and network synchronization rules is absolutely criticad f
wide-area control of power systems since the time-scalbeof t
physical control loop is in the order of tens of seconds tona fe

Control loop # 2: SDN-based real-time communica-
tion control: Given the co-existence of the underlying
legacy networks (PLC, IP, Ethernet), and more advanced
networks, the application-level overlay SDN network will
be created and operated to serve different wide-area
applications by actively controlling the stringent reiahé

and reliability constraints. Furthermore, co-allocatian
NFV middle boxes and data processing VMs in the
distributed cloud environment will be implemented so
that the substation functions can scale out to include
virtual middle boxes outside the physical stations. That
way the control algorithm running in Loop 1 can be made
more efficient as data security and privacy guarantees
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can be dynamically added along with data movement amdth its neighboring aread/; as:

aggregation. . .
« Control loop # 3: Cloud based data collection and Zi(k +1) =Audi(k) + Biui (k)
processing control loop Based on the spatial distribution + Z [Auzi(k) + Byw (k)] (5)
of the PMUs, their data rate and processing requirements leN;
on the CPU and memory, distributed virtual PDC clusters + Li(k)[yi(k) — Cyi#i(k)]

will be created and reconfigured in the Cloud, in order to

further improve the latency and fault tolerance guaranteesStep 2: Prediction of State/Output EstimatesReal-time

of Loop 2. optimal control requires estimates of the states and ositput

over the entire prediction horizon from time+ 1 until

?fﬁ‘ie t + N,, and can only make these predictions based on
1) Loop 1: Physical Layer ControlWe consider the power information up to and including the current timeEquation

grid to be divided intoM coherent areas belonging tof (5) will be used to obtainé;(k + 1), and optimal estimates

different utility companies [58], where areahas N; states can be obtained by forwarding the time index fréno £ + j

and P; controllers. Sorting the states in terms of the areas, wéerej =1,--- | N,,.

may write its dynamic model as

The details of each of these three loops are described n

Step 3: State Trajectory Communication The calculated
state trajectories will then be sent to the control agenthef

%, (1) Ay Ay e Ay x1 (1) neighboring areas viinter-areacom_muni_catiop, while those
% (t) Aoy Avy oo Agy X2 (t) of the same area, by_t from the previous iteration, are biaxtdc
- = 7 - to the controllers viantra-area communication.
Xar(t) Ay Ane - Apw x (1) Step 4: Solve Global Optimization ProblemAt each iter-
) ation, an objective function will be minimized to solve ftiet
B, w (t) opti_mal input_trajectory. _This objective function can b_eyan
B, s (1) ~ arbitrary nonlinear function of all the states and the isput
+ - + Bd(t) representing a system-level stability or performance imetr
B, war (1) and can be of the form:
Np—1
where for areai: x;(t) € RY*! is the vector of states, j=1
u;(t) € RP*1 is the vector of control inputs, and(?) is the oT N e .
scgl)ar disturbance input. The PMU measuremrggt; of voltage, FUi o) (B 4 T B 1) (B + ) ©6)

phase angle, frequency and currents at different buseggeth . o

areas are accordingly denoted @§) = Cz(t). Obviously, ~ Step 5: Input Trajectory Communication Calculated op-
if any output feedback control of the form = —Ky needs timal input trajectories will be communicated and exchahge
to be implemented in a distributed way, for example usingith neighboring areas.

distributedModel Predictive Control (MPC), PMU data from Step 6:Check Convergence and Repekithether or not to

one area will need to be communicated to actuators in othgfceed to the next iteration is determined by the convexen
areas as indicated by the non-zero entrie&ofach of these ¢ he objective function to its minimum value, achieved

feedback streams will include an end-to-end delay encoeahte i3 apnropriate numerical algorithms such as interionpoi
during transmission through GENI. We will classify these, . ihods.

delays into three types - namely, (1) small delays if

the feedback measurements are communicated from PMUSteps 3 and 5 involve inter-area communication, and there-
located very close to a given controller, (2) medium delaygre will be subjected to the three types of delays,, and

7. if the measurements are communicated from PMUs frofa We next propose the final step of the design by which the
more distant buses but still within the operating regionhef t Steps 1-5 can be adapted to &eare of these delays, instead
same utility company, and finally (3) large delaysif the of being simplytolerant

measurements are communicated over a SDN from remotestep 7: Delay-Aware Control DesigiThe next question is
buses that belong to a different company. But the importanf,, canthe controller in Steps 1-5 be co-designed with the

point to understand here is that if the communication |Stormation aboutr, 7, andr. The conventional approach is

executed over a shared network then a significant part of {4 ho|d the controller update until all the messages arrithe

7, andr; will include delays from scheduling and routing. Wes 14 of the cycle. However, this approach usually resultoir p

first state the'details of our proposed distributed-MPC ([@yIP closed-loop performance. Our alternative approach, fbere

control algorithm: is to (1) designthe time-slotsr, 7, etc. for protocols 1, 2 and
Step 1:Local State Estimation The first step of DMPC is 3, and (2) then update the control input as new information

to run a local phasor state estimator in discrete-time watim g arrives instead of waiting till the end of the cycle. If twaad

L; at the control center of ever§f” area, exchanging outputsthe protocols is difficult, then an alternative strategy | wil
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be to estimate the upper bounds for the delays using relaé formulated as the following optimization problem:

time calculus [65]. The approach is referred toaalsitration, . ) ()

which is an emerging topic of interest in network control 1 Z Z P; ¢ ()
systems [66], [67], and has been recently applied to power r=1.2; R =12, m

systems [68]. Based on the execution of the three protocadnstrained to the end-to-end QoS constraints of multiple
one can define two modes for the delays - namebminal services (e.g., latency requirements), wheteis the total
and overrun If the messages meet their intended deadlinagymper of network switches managed by SDN controllers and

we will denote them as nominal. If they do not arrive by is the number of tygoes of network services including power
)

that deadline, we will refer to them as overruns. Defining tWeyrig services. In (7)p!” is the portion of network resources
parametersy;,; andr,. such thatr,; < 7,2, we will define J

nominal, skip, and abort cases as: aIIocated_to service in switch j associated with a cos@’") _
' ' ' . for ensuring the end-to-end QoS guarantee of all power grid
« If the message has a delay less than, we consider seryices. Due to the dynamic nature of networks, the end-to-
the message as the nominal message of the system g@Rd QoS constraints may be characterized through stochasti
no overrun strategy will be activated. models. The main goal of Loop 2 is to solve the optimization
- If the message suffers a delay greater than and less proplem (7) continuously with changing network traffic, and
than 7,2, the message will be computed; however, thgerepy minimize the delays in inter-VM communication in
computations of the following message will be skippedsteps 3 and 5 of Loop 1. The solution to this provisioning
« If the message suffers a delay greater than, the com- problem will, in fact, lay a foundation for network flow
putations of the message will be aborted, and the mesSgfigcement. Since SDN provides a logically centralized alob
is dropped. This strategy is motivated by assuming thgfew of network resources, the solution for flow replacement
the messages will be significantly delayed, and are Q@ pe suitable to be implemented in an SDN controller.
longer useful. 3) Loop 3: Event-driven Decision Making in the Network:
Accordingly, a feasible way to formulate our execution 15u|e.This Is slowest control Ioop_ among .the three, whose purpose
can be: (1) ifrint < Tons < Tuweets WhEre Tueer is the worst is to track the network traffic condition and the performance

case delay of the system, both abort and skip can happ%mhe two 'Ol'Jter loops, and thereby take intermittent, and on
the-fly decisions about

(2) Abort Only: if 741 = Tine < Tweet, the message will be _ _ _
dropped if they miss their first deadline, and (3) Skip Only: 1) Which PMU data-streams should be assigned to which

if Ten1 < Tweer @Nd Typ2 > Tweer- ONE idea will be to set virtual machine (VM) inside GENI dep_ending on t.he

Tiha = Tweer 10 develop a constructive strategy to determine ~ workload of the VM's at any time while Loop 1 is

Tehi- running, in case a VM suddenly becomes overloaded
2) Loop 2: Software Defined Networking (SDN)ypically, from other applications,

the Internet cannot provide the required latency and packe®) Which PMU data-streams should be assigned to which
loss performance under high PMU data-rate. Moreover, the VM's depending on the physical structure of the power

network performance is highly random, and therefore, diffic system in question, and the resulting correlation between
to model accurately. With the recent revolution in netwoeki its state variables, and finally

technology, SDN opens up significantly more degrees of3) Which VM (or, equivalently PDC) should talk to which
freedom in programability and virtualization, especialty other VM's or PDC's, i.e., the communication topology

the type of controller proposed in Loop 1 [64]. Accordingly, between the PDC’s to execute Steps 3 and 5 of Loop 1.
one may next want to design a lightweight framework of The idea would be to start from a nominal PMU-PDC
next-generation Gigabit communication systems for PM daassignment structure and a nominal PDC-PDC communication
transfer and management, compatible with the requirenzéntsopology, and make intermittent changes to these configu-
Loop 1. More specifically, one may use SDN to virtualize andations in case the performance of Loop 1 and 2 falls for
actively control those networks that constitute the comicamn any reason at any point of time while they are running. One
tion system between PMUs and cloud service providers. Sutiay accomplish this requirement by constructing and recon-
virtualization will permit us to prioritize incidents, andake figuring a SDN overlay network. In addition to thigrtual
fast response to the delay requirements imposed by Steps SN requirement, there are other network functions that are
and 7 of Loop 1 in a timely and effective way with minimalneeded to address the real time performance, monitorirty, an
communication delay. security concerns. For example, load balancing among tens o
In our recent paper [47] we showed how probabilistibundreds of PMU data-feeds to a PDC, wide-area throughput
network-traffic models in the Internet can be integratechwitacceleration of UDP or TCP flows, intrusion detection or
estimation loops for power system monitoring [69]. The bassecurity preachment monitoring, may become important for
idea behind Loop 2 is similar. It will enhance priority-typeexecuting Loops 1 and 2. Extra network functions are needed
resource provisioning for the prioritized selection of tiul to handle the IEEE C37.118 and IEC 61850 protocols. More
ple applications running in the network in parallel to widespecifically to this application, emerging network funatir-
area control. Depending on network traffic, many of thegealization (NFV) technology provides a good cloud softvar
applications may even be non-power related. The end-to-dmaksed solution [70], in which a network function chain can
network provisioning for wide-area control services caenth be dynamically provisioned and managed in the form of VMs



Submitted to IEEE American Control Conference, Boston MA1&.

or containers. One may explore a "SDN+NFV” approach th#t7] Coogan, S:; Ratliff, L.J.; Calderone, D.; Tomlin, C.;s8%, S.S.Energy
uses SDN to actively steer traffic along the NFV chains in management via pricing in LQ dynamic gam@s,American Control
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