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Abstract In this paper, we present a video coding scheme which applies the technique of visual saliency computation
to adjust image fidelity before compression. To extract visually salient features, we construct a spatio-temporal saliency
map by analyzing the video using a combined bottom-up and top-down visual saliency model. We then use an extended
bilateral filter, in which the local intensity and spatial scales are adjusted according to visual saliency, to adaptively alter
the image fidelity. Our implementation is based on the H.264 video encoder JM12.0. Besides evaluating our scheme with the
H.264 reference software, we also compare it to a more traditional foreground-background segmentation-based method and
a foveation-based approach which employs Gaussian blurring. Our results show that the proposed algorithm can improve
the compression ratio significantly while effectively preserving perceptual visual quality.
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1 Introduction

Appropriate bit allocation to provide optimal visual
quality is a critical task in video coding. The human
visual system works in such a way that people tend
to concentrate on certain important details of a scene,
while paying less attention elsewhere. Taking into ac-
count the importance of different parts of a scene is, we
believe, a significant clue to the bit allocation problem
for video coding.

Recently, several techniques have been developed us-
ing the human visual system’s characteristics to guide
region classification for bit-rate control. These take into
account texture and spatial motion of regions[1-2], or
specifically find face regions[3]. In [4-5], more bits are
allocated to areas perceived to be foreground while the
background is allowed to have a lower visual quality.
Algorithms of the above kind process the image at the
macroblock-level. Such region-based quantization ad-
justment may face several problems. Firstly, although
significant progress has been made in image segmenta-
tion, it is still a challenging problem. Secondly, such
regions do not correspond directly to macroblocks. A
further issue is that quantization distortion is even more
apparent to viewers than motion flickering or image
blur[6]. Large quantization distortion between regions
may be unacceptable to human visual perception.

Extraction and description of priorities of regions us-
ing a saliency model remain an open issue. Itti et al.[7]

made one of the first attempts to develop saliency-based
visual attention models. More recently, several video
compression algorithms have been developed based on
regions of interest (ROI). In [8], the author employed
an eye-tracking device and coarse object segmentation
technique to automatically select ROI before encoding.
To produce blurring effects appropriate to the priority
of each region, a 6-level Gaussian pyramid was con-
structed and applied to the image. It is hard to achieve
perceptually seamless results if regions have clearly dif-
ferent blurring effects[8-9].

The conception of bilateral filtering was first in-
troduced in [10] as a means of sharpening edges
while blurring small discontinuities. It has been
widely used in various fields such as photograph
enhancement[11-12], video processing[13-14], optical flow
and motion estimation[15], dynamic range image
compression[16] and video compression[17]. The bila-
teral filter has proven to be generally applicable due to
its simple formulation and fast non-iterative implemen-
tation.

In this paper, we present a video coding scheme
based on the bilateral filter and saliency computation
to selectively remove details from the image, allowing it
to be encoded in fewer bits. The bilateral filter’s control
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parameters are locally adjusted by a perception-based
image saliency map, to provide greater smoothing in
less important areas of the image, while retaining de-
tails in more important areas. Use of a bilateral fil-
ter also ensures that sharp boundaries between regions
are retained even after smoothing. Further steps are
taken to ensure temporal coherence of smoothing be-
tween successive frames.

The reminder of this paper is organized as follows.
In Section 2 our new saliency-aware adaptive fidelity
adjustment mechanism is described. Section 3 presents
experimental results based on JM12.0 of H.264/AVC to
show the effectiveness of the proposed framework. We
finish the paper with conclusions in Section 4.

2 Method

2.1 Architecture Overview

The framework of our proposed scheme, shown in
Fig.1, comprises three major modules: (i) a visual
saliency model computation, (ii) a local detail scalable
bilateral filter computation and (iii) a video coder.

Fig.1. Framework of the proposed scheme.

Our aim is to adaptively preserve the visually impor-
tant detail while smoothing other regions so that the
encoding bit-rate can be effectively reduced. To do so,
we use the following steps. Firstly, a spatio-temporal
saliency model is computed by combining bottom-up
and top-down analysis. Secondly, the bilateral filter is
used to smooth the detail in the image in a way that
is locally adjusted according to the saliency map. We
do so in a way that avoids visual artifacts. The re-
sulting degree of smoothing affects bit allocation in the
encoder: the processed image is sent to an H.264/AVC
encoder.

2.2 Spatio-Temporal Saliency Model

Researchers attempt to model the human visual sys-
tem by creating models of saliency based on psycho-
logy and neurobiology. The human attention model
in [18] takes both the top-down (task-related) and
the bottom-up (scene-related) into account. Since the

initial work on saliency detection in [7], a variety of vi-
sual saliency algorithms have been developed over the
past decade[8,19-21].

When considering top-down saliency, particular at-
tention has been paid to human faces due to their par-
ticular importance; face detection is becoming a mature
technology, and is increasingly being incorporated into
saliency models[19,22-24].

As Fig.2 shows, our model for computing saliency
comprises both bottom-up and top-down attention
components, as well as a spatial saliency smoothing
process. Our approach follows [7-8, 19]. A similar
bottom-up and top-down framework is also used in [22].
For the bottom-up saliency model, firstly, multi-scale
feature maps are extracted corresponding to color, in-
tensity, orientation, contrast, flicker and motion fea-
tures. An activation map is constructed employing a
graph-based feature model proposed in [19]. This has
good performance and allows parallel implementation;
it uses a Markov chain to provide the equilibrium dis-
tribution for the activation map. For the top-down
saliency model, the widely used face detection algo-
rithm in [25] is employed. A Gaussian convolution is
used to blend the detected face area with the surround-
ing background, to avoid a sharp transition in saliency.
Other top-down models could also be used, but faces
are one of the most important subjects in video, which
is why we have a specific saliency model for them. The
top-down and bottom-up models are combined in a way
which uses the top-down saliency if it is high, and the
bottom-up saliency indicates an area of sufficient in-
terest, and uses the bottom-up saliency otherwise. The
computed saliency is smoothed to provide spatial coher-
ence when the saliency is used for filter control. Tem-
poral coherence is also enforced by blending saliency
from frame to frame.

In detail, we combine the bottom-up saliency map
with the top-down face saliency map using the following

Fig.2. Saliency computation, combining bottom-up and top-

down models.
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approach. For a point x in the image, the final saliency
value S(x) is defined as:

S(x) =





SB(x), if ST (x) = 0,

max(ST (x), SB(x)), if ST (x) 6= 0, Sr
B > T,

SB(x), if ST (x) 6= 0, Sr
B < T,

(1)

where T is a threshold value and we set it as T = 10n
and n is the number of pixels in the face region r de-
tected by top-down face detection. Here ST (x) and
SB(x) are the top-down and bottom-up saliency re-
spectively, Sr

B is the sum of bottom-up saliency in a
face region r.

Algorithm 1. Pseudocode for Spatio-Temporal Saliency

S′0(x) = S0(x); //initial frame saliency

while (! finished all frames) do

scene change detection;

if (scene changed) then

update γ(t) based on scene change;

for (each pixel x in the image) do

S′t(x) = (1− e−γ(t)) ·G(St(x)) + e−γ(t) · S′t−1(x);

end for

else

for (each x in the image) do

S′t(x) = St(x);

end for

end if

end while

There are 3 cases to be considered. If the point x
lies outside any facial region determined by the facial
saliency map (ST (x) = 0), the saliency value S(x) is
simply equal to the bottom-up saliency SB(x). If x
belongs to a face region r, the sum of the bottom-up
saliency in r region Sr

B(x) is calculated. If this is greater
than or equal to a threshold value T , the saliency in x is
set to the larger of the bottom-up saliency and the facial
saliency. We use a threshold T because the face detec-
tion algorithm sometimes regards some small regions
as face regions by mistake and we find such a threshold
can effectively avoid most of them. Otherwise, the total
bottom-up value in the region r is less than T , and the
value S(x) should be set to SB(x). If a facial saliency
region exists but it is considered insignificant by the
bottom-up map, we use the bottom-up value as the fi-
nal saliency and ignore the facial information.

Although the bottom-up model above takes flicker
and motion features into account, we still need to con-
sider temporal coherence of the computed saliency. To
avoid performing a global pre-computation for the en-
tire video sequence, we dynamically adjust saliency,

which ensures visually satisfactory results. In general,
the motion is small for each pixel in a video clip. There-
fore, we smooth the saliency over time, using pseu-
docode from Algorithm 1 to determine the final saliency
for each frame. We assume that the video is divided into
a number of distinct scenes, and that we want to pro-
vide temporal coherence within each scene, but not be-
tween them. Here, S′t(x) is the adjusted saliency value
for pixel x in frame t, while St(x) is the saliency value
computed by (1). G(·) is the Gaussian convolution, and
here we set the Gaussian kernel as

√
5. We use e−γ(t) to

control blending of an exponential decay of the saliency
from previous frames with the saliency of the current
frame[26]. The decay factor γ(t) is set to

γ(t) = N + t− t0 (2)

where N is the average number of frames in previous
scenes (this is our best estimate for the length of the
current scene), and t− t0 is the number of frames since
the change of the last scene. N is used to limit the
influence of previous frames. For the first frame, or the
first frame after a scene changes, we set the saliency
to St(x). Various approaches can detect whether a
scene has changed[27-28]. Here we employ the color
histograms-based shot-change detection method[28] for
its low computational cost.

2.3 Extended Bilateral Filter

A bilateral filter replaces pixels in the image by a
weighted mean of their neighbors. The weight of each
neighbor pixel is related to both its 2D spatial distance
in the image plane and distance in intensity in each
color channel. As a result, a bilateral filter can effec-
tively sharpen edges while removing small differences
in intensity values.

Let x be the location of some pixel in the image, and
x̂ be the location of one of its neighbors in the neighbor-
hood Ω : those pixels no further than σs from x. Let Cx

be the input color of pixel x. Then the bilateral filter
computes its output color C ′x as:

C ′x(σs, σr) =
1

WΩ

∑

x̂∈Ω

ωs(x, x̂, σs)ωr(x, x̂, σr)Cx̂, (3)

where WΩ normalizes the sum of the weights

WΩ =
∑

x̂∈Ω

ωs(x, x̂, σs)ωr(x, x̂, σr). (4)

In the above, ωs(x, x̂, σs) is the weight for spatial
distance between pixels and is given by

ωs(x, x̂, σs) = exp
(
− (x− x̂)2

2σ2
s

)
. (5)
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σs denotes the spatial scale factor: blurring will be
greater with larger σs. If σs is too large, significant
visual features across boundaries may be lost by bila-
teral filtering. Similarly ωr(x, x̂, σr) weights averaging
of neighbors according to their difference in intensity;
ωr(x, x̂, σr) is defined as:

ωr(x, x̂, σr) = exp
(
− (Cx − Cx̂)2

2σ2
r

)
(6)

where σr is an intensity scale factor. When σr is small,
the filter will preserve almost all the intensity differ-
ences. As its value increases, the filter will tend to
a standard Gaussian blur filter. Bilateral filtering is
performed in Lab color space for best results (all chan-
nels are treated in the same way): in this space, Eu-
clidean distances correlate closely to perceived color
discrepancy[10]. Our key idea is to use the saliency map
to locally adjust σs and σr.

One example of bilateral filtering performed by the
above method is shown in Fig.3. The original image,
Fig.3(a), was transformed into CIE-Lab color space and
then processed by the bilateral filter. The filtered re-
sult is shown in Fig.3(b) and close-ups are shown in
Figs. 3(c) and 3(d).

Fig.3. Results of bilateral filtering using fixed values (σr = 4.25,

σs = 3) over the whole image. The bilateral filter smoothes

small details while preserving sharp boundaries. (a) Original im-

age. (b) Bilateral filtered image. (c) Zoom of (a). (d) Zoom of

(b).

Figs. 4(a) and 4(b) show the luminance channel va-
lues for the close-up regions. Note that the filter
smoothes the grass background while preserving the vi-
sual contrast boundaries and retaining detail elsewhere.

Considerable high frequency information is removed
by the bilateral filter from each color channel in re-
latively uniform low-interest areas without significant
visual quality loss, allowing the bit-rate to be reduced.
The bit-rate achieved with various settings for the in-
tensity scale σr and the spatial scale σs is shown in
Fig.5 for the football sequence. Larger values for σr

and σs allow the coder to allocates fewer bits.

Fig.4. Details of the bilateral filtering results. See that the bila-

teral filter smoothes small details while preserving sharp boun-

daries. (a) Luminance of Fig.3(c). (b) Luminance of Fig.3(d).

Fig.5. Rate distribution achieved after bilateral filtering for the

football clip while varying σs and σr. QP is constant at 28.

To construct the map between visual saliency and
the scale used for the bilateral filter, we define an
intermediate function I(κ, x) as:
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I(κ, x) =
κ

2

(
1− tan

(
3
(S′(x)

128
− 1

)))
. (7)

S′(x) is the spatio-temporal saliency value computed as
above, which is normalized to 256 across the image. κ
is a user-defined threshold variable. This function maps
the saliency between 0 and κ. We then simply map the
intermediate function to the intensity and spatial scale
factor in the bilateral filter. The local intensity scale
factor σr(x) at pixel location x is set to:

σr(x) = I(10, x) (8)

while the spatial scale factor σs(x) is set to:

σs(x) = bI(8, x)c. (9)

Our experiments show that setting σr > 10 or σs > 8
produces results which are no longer visually acceptable
because too much is smoothed.

3 Experimental Results

We implemented our video coding scheme using
the H.264/AVC reference software JM12.0[29]. Rate-
distortion optimization (RDO) mode was enabled,
Hadamard transforms and variable block sizes were se-
lected. The search range was set to 32. To evaluate our
scheme, the following experiments were done: (i) out-
put from the proposed scheme was compared to that
produced by the H.264 reference software using both
objective and subjective quality metrics; (ii) we com-
pared results from our scheme with those produced by
related algorithms in the literature, such as [8-9].

We first consider subjective image quality. In this
experiment, the quantization parameters (QP) of our
scheme and JM12.0 were fixed at 28. The QP is a
quantization step size and larger value of it can pro-
duce higher compression but also more distortion. We
used the standard football, mother, news and carphone
video sequences, all of which were in YUV 4:2:0 CIF
format with a 30Hz frame rate. Detailed visual re-
sults are shown in Fig.6. The most important regions
(such as the face and the player’s bodies) and global
textures are preserved well, while the uniform areas
(such as the view from the window, and the grass) are
smoothed. Note that fidelity adjustment results have
smooth boundaries, which effectively avoids any block
artifacts or other seams between regions.

A bit-rate gain comparison for JM12.0 and our
method is shown in Fig.7. The video sequences were
encoded by the default JM coder, and our scheme with
constant QP respectively. The graph shows that the
number of bits needed for our coding scheme is almost
40% fewer for the football and mother video sequences,

Fig.6. Comparison of results with QP = 28. Note that in our

result the face and the player’s bodies are well preserved while

uniform areas are smoothed. (a) JM12.0 result (292 kbps). (b)

Our result (243 kbps). (c) JM12.0 result (1843 kbps). (d) our

result (1120 kbps).

Fig.7. Our method results in a bit-rate gain of at least 20% and

up to 50% over the JM12.0 method. This means significantly

fewer bits are needed to code images with our method for any

quantization parameter.

Fig.8. Bit-rate performance comparison between JM12.0 and our

algorithm with QP fixed at 28.

and 17% fewer for the carphone and news sequences.
As QP increases, the bit gain decreases, and ultimately
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the bit-rate of the two methods gradually converges.
A frame-by-frame bit-rate comparison for the football
clip is shown in Fig.8. Note also that these results imply
that our algorithm avoids fluctuation in bit allocation
between frames.

Fig.9 shows the image quality degradation of our
scheme under different QPs for the mother video se-
quence. Since most high frequency information has
been processed by our adaptive bilateral filter, we find
that the degradation is not very obvious except for the
face regions when QP gradually becomes large.

Fig.10 compares our algorithm with two other ap-
proaches: Cavallaro’s foreground-background segmen-
tation based method[9], and Itti’s foveation filter model
with multiple Gaussian pyramids[8]. Fig.10(b) is taken
from [9]. We believe the visual results in the regions
around the two persons in Fig.10(c) are more acceptable
with our scheme. Uniform areas such as the floor and
the wall are smoothed with less visual distortion while
most of the structural information in the image is pre-
served. Our result also avoids seaming effects between
foreground and background, and other visual artifacts.
Fig.10(e) is taken from Itti’s homepage. Fig.10(f) shows
that our algorithm can preserve information in unim-
portant regions more effectively. Changes in blurring

are more gradual and less noticeable with our method.

Fig.9. Visual results of our scheme show the trade-off between

bit allocation and perceptual information. As QP goes up, the

number of bits goes down, and eventually perceptual information

is reduced.

Fig.10. Our method provides a more visually pleasing compressed image as compared to Cavallaro and Itti’s methods because it avoids

seaming effects (near the boundaries of the two persons in (c)) and better preserves structural information in the unimportant areas

(the floor and the wall in (c), the grass and sky areas in (f)). (a) Input sequence (30 413 kbps). (b) Cavallaro’s result (∼150 kbps).

(c) Our result (∼150 kbps). (d) Input sequence (110 592 kbps). (e) Itti’s result (∼1000 kbps). (f) Our result (∼1000 kbps).
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4 Conclusions

This paper presents a novel fidelity adjustment
scheme for region-of-interest-based video coding. Fi-
delity is adaptively adjusted by a locally adjustable bi-
lateral filter which is set according to results of visual
saliency analysis. Less perceptually important areas
in the images are smoothed more strongly than per-
ceptually important areas. Our experiments show that
such variable smoothing allows the video coder to allo-
cate fewer bits to unimportant regions, enabling greater
coding gain. The algorithm nevertheless effectively pre-
serves visually important information while gradually
degrading the unimportant regions.

Instead of partitioning the whole picture into mac-
roblocks, this algorithm applies a pixel-based process.
Furthermore, it does not need any segmentation, which
is often difficult to do reliably in practice. Since the
bilateral filter changes gradually, transitions between
areas of different fidelity are smooth and region boun-
daries remain sharp.

Our new fidelity adjustment scheme provides a novel
approach to the trade-off between bit allocation and
preservation of perceptual information for video co-
ding. Our scheme is independent of the video codec
used. We show significant reduction in bit rates ne-
cessary compared to H.264/AVC JM12.0 with constant
QP. Our scheme can be incorporated in the traditional
bit-rate control framework to obtain improved perfor-
mance. Additionally, the strict mapping between fi-
delity and bits in our scheme makes it possible to adjust
the fidelity to give a particular target bit-rate. Fidelity
control can also be adaptively adjusted according to the
bandwidth available in network applications.

Further work is still needed to improve the percep-
tual quality in conjunction with bit allocation. Color
space transformation between YUV and CIE-Lab is not
lossless, and may cause color distortion in some video
frames. Our proposed fidelity adjustment algorithm re-
quires saliency detection, and saliency map computa-
tion is an ongoing topic of research in computer vision.
Our future work will focus on achieving more robust
spatio-temporal fidelity to improve the perceptual qua-
lity of the results.
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