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Abstract 

We present a method for estimating activities of 
multiple objects which are detected in video surveil- 
lance systems. 

In most existing video surveillance systems , the 
objects detection and classification sometimes cause 
inaccurate results. In addition to  this, we want to 
monitor activities of objects including interactions 
between them for long term image sequence. To 
solve this problem, we newly introduce pre-defined 
knowledge that each blob has attributes set which 
consists of object's type, action, and interaction. Us- 
ing probabilistic relations introduced by a specific 
Markov model of these attributes sets , the activity 
descriptions are estimated accurately . 

1 Introduction 

In most existing video surveillance systems like 
former VSAM test-bed system in CMU, the candi- 
dates of moving objects can be detected as blobs 
and some object's type can be classified. Lipton, et 
a1 developed a method to  detect moving objects by 
adaptive background subtraction and a method to 
classify them by using Neural Network[l]. But these 
systems sometimes cause inaccurate results by the 
changing of lighting condition and the changing of 
object's appearance . In addition to these functions, 
we want to monitor activities of objects including 
interactions between them like "A human entered a 
vehicle" for long term image sequence. A system for 
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detecting multi-agent interactions using SCFG was 
developed by Ivanov and Bobick[P]. In this system, 
they set the event likelihoods and the production 
rule probabilities manually. Oliver, et al also devel- 
oped a system for detecting people interaction using 
Coupled Hidden Markov Model(CHMM)[3]. They 
used a multi-agent simulator to generate synthetic 
training data  of CHMM. Meanwhile, we introduce 
pre-defined knowledge that each blob has attributes 
set which consists of object's type, action, and in- 
teraction. To estimate the activities for image se- 
quences, the probabilistic relations of each attributes 
set for each blobs is used. 

2 Stochastic estimation of activities: 
problem definition 

If a blob i and a blob j are detected in a frame 
and can be tracked for several frames, each trajec- 
tory consists of blob sequence ~ t ) ,  .... B,('),,B:') and 
B!), .... ~ , ( 3 _ ) ,  , Bj3). An sequence of blob i is consid- 
ered as observation of an real object which has se- 
quence of attributes set of object-type o('), actions 
A!), .... A:'), , A!') and interactions 1ts3), ... 1~(4.:), zt('s3) 

between the other blob j frame by frame. Our fi- 
nal goal is to  obtain the most reliable description by 
maximizing conditional joint probability as, 
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probable attributes sequence - 1 - ( 1 3 : ~ )  1 , : ~ ) )  

O P  I ;#  I 1  1 O ( L ) ,  o ( J ] ,  A : # ) ,  A : ) ) )  

If supposed only two blob sequences blob-i blob-j O P  A : , )  1 o ( I ) ,  A : : ~ ,  I : : ; ) )  
are in the scene which have only 2 frames, the con- m p  A ; ) )  I o(J ) ,  , I ( 8  J )  i , - I  , - I  ) 
ditional joint probability for these blobs is described o p ( ~ ( l ~ ,  o ( J ) ,  , ( A ( l ~ ) : l - l  , ( , ( I  J I ) : , - '  

as below. I ( B ( ~ ) ) : - ' ,  (B (J ) i t - l )  

Using Bayes Rule, the first term of the right hand 
of equation(2) is 

To calculate these equations , we need tables 
l ~ ( ~ j ~ ~ ~ , l j ~ ~ ~ , A ~ ~ 1 , ~ ~ 1 , ~ ~ ~ ~ ~ ~ l o ~ ~ ~ , ~ ~ ~ ~ ~ , ~ ~ ~ l ~ ~ , ~ ~ ~ ; ~ , A ~ ~ ~ , ~ ~ ~ 1  1 )  ' o for conditional probabilities P(B,(') I dl)), A:'), I,('")), 

1, 1 1 ; ~ ) , 1 3 ; ~ ) , ~ 3 ( ~ )  1 3 0 )  ( ,I . ,, ) P(A;') 1 o('), A:!,, I : : ; ) ) ,  P ( I ~ ~ , J )  1 o(l), o(J), A ~ I ) ,  A!)), 
I ( I J I J ~ O , J  I ~ , I , A , A { , A ~ , A , I ~ , I , )  and joint probability P(o(~) ,  ~ ( j ) ,  A ; ) , A ~ ) ,  1ts3)). The - - 

~ ( 1 1 ~ ~ ~ , 1 3 ~ ~ ~ 1 3 ~ ~ ' ~ , 1 3 / ~ ~  tables for the priori probabilities can be obtained by 
P I '  1 O , O J , B ; , B , A , A , A ~ , A ,  I counting events for each attributes sets in sampled 
O P ( A ; , ~ ,  A?) 1 o( - ] ,  o (J ) ,  B:,) ,  ~ j ; ' ) ,  A ; ) ,  A:; ) ,  I ! , ~ , ] ) )  image sequences. 

(3) The path which maximize posterior conditional 

Equation(2) means that the conditional proba- 
bilities for t=O to t=t '  can be described by using 
the conditional probabilities for t=O to  k t ' - 1  recur- 
sively. Practically, if t '  is huge, all of these condi- 
tional probabilities from t=O to  k t ' - 1  can't be used. 

To overcome this, we make some assumptions be- 
low. 

B~",A~~),I ,( ' )  is not decided by B,("), because the 

objects with type o(') , action A:'), A: i),....., and 

interaction I , ( ~ ' ~ ) ,  It(?:) ....., output the observed fea- 

ture sequence B:'). 

Attributes sets in each sequence follow Markov 
model as, 

I,("~) is decided only dependent on O('),AI1), 
0 ( 3 )  ,A(-') 
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A:') is decided only dependent on o ( ~ ) , A ~ Z ) ~ ,  and 

R,(') is decided only dependent on 0('),Ali) and 
I,(i1j) 

Using these assumptions and equation(3) , the con- 
ditional joint probability of equation(2) is described 
generally as, 

joint probabilities described in equation(1) can be 
obtained by calculating equation(4) through the 
trellis diagram in Figure 1. In this diagram, 
sl,s2 .... are state's labels, and v,h,hg are labels 
of object-type. AP(i),MOVE(i), ... mean that 
blob-i has an action label "AP","MOVEn, ... and 
NEAR(i J ) ,  ... mean that blob-i and blob-j have an 
interaction label "NEAR", ... in a state. 

4 Experiment 

We tested the functionality of our method with 
some image sequences which was acquired in a park- 
ing lot of Carnegie Mellon University a t  daytime 
and these have activities including human-human, 
human-vehicle interaction. A scene in these image 
sequences is shown in Figure 2. 

4.1 Test-bed system 

The test-bed system is mainly consists of an 
blobs-detector, an  tracker, an  object-type classifier 
and a state-machine which calculate the path which 
maximize the posterior. These are implemented on 
CMU VSAM test-bed system[4] and the first three 
modules run in real time(about 10FPS). 



4.1.1 blobs-detector  a n d  t r a cke r  

To monitor activities between objects needs to rec- 
ognize when objects have stopped and even dis- 
ambiguate overlapping objects. To capture these 
functionality, the blobs-detector introduced "lay- 
ered adaptive background subtraction"[4] based on 
processes to analyze whether a pixel is stationary 
or transient to detect moving and stopping blobs 
respectively. The tracker[4] extended the basic 
Kalman filter to maintain a list of multiple hypothe- 
ses to  acquire multiple blob's trajectories as obser- 
vations. The observations used in the the test are 
described in Table:l(a). The tracker made up the 
feature for action-type label, blob's distance, and 
relative velocity between each blobs from the de- 
tected blobs. 

4.1.2 objec t - type  classifier 

Another important observation used in activity 
monitoring is a object-type label for each blob de- 
scribed in Table:l(a). To obtain the label, we used 
the object-type classifier based on Linear Discrim- 
inant Analysis with blob's appearance[4]. In the 

I: time 
sk. state k test-bed system, features of the appearance to an- 
v. vehicle 
h: human 

alyze were area, center of gravity, width and height 
hg humangrnup of a blob, and ls t ,  2nd and 3rd order image moments 

along the x-axis and y-axis. 
Figure 1: trellis diagram 

4.1.3 Table for condi t ional  probabi l i t ies  a n d  
jo in t  p robabi l i ty  

In this test, target activities to monitor were " A 
Human entered a Vehicle" , "A Human got out of 
a Vehicle" and " Human Rendezvous". In on-line 
monitoring, decision of activity for input scenes were 
made by selecting maximum posterior which corre- 
sponds to the activities. Conditional probabilities 
and joint probability described in section:3 for the 
activities were obtained through following step: 

Sample scenes which correspond to each activities 
is collected. 

The observations for each blob for each scene are 
detected and quantized to 80 labels. 

The attributes set for each blob described in Table: 
l (b)  is assigned to each detected blob in off-line 
teaching . 
Events in each scenes are counted to make up prob- 
abilities 

Figure 2: A scene in test image sequences 
4.2 Experimental results 

For the 10 minutes image sequences whose scenes 
were not used for learning probabilities , our system 
could detect correct activities for 89% of events even 



5 Conclusion 

A basic idea for monitoring activities of multiple 
objects in a video surveillance system were presented 
and the functionality of this method was tested by 
using 10 minutes of video. In this test, activities for 
89% of events are monitored correctly. For our fu- 
ture work, one thing which we should address is to 
test the method by using longer and various video 
scenes. To train this method correctly needs cer- 
tain amount of video scenes. Our second issue which 
is planning is a method to tune priori probabilities 
when only limited amount of scenes are given. 
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( b ) A  result for "human rendezvous" 
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